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Abstract

Automatic speech recognition (ASR), which converts recorded speech signals into word se-
quences, is one of the most promising technologies for human-machine interaction and media
understanding. Recent advances in computer technology have enabled various improvements
in speech recognition technologies. Furthermore, the latest developments in machine learn-
ing theories and signal processing technologies have also supported the realization of accurate
speech recognizers. Although these efforts can realize accurate speech recognition in some
cases, further improvement in speech recognition technologies is still necessary to enable
more diverse applications.

In conventional ASR technologies, “succinct” representations of speech signals are dis-
criminated by using continuous density hidden Markov models (CD-HMMs). Typically,
Mel-frequency cepstral coefficients (MFCCs) and their time-derivatives are used as represen-
tations of speech signals. Although the use of this technology has enabled accurate speech
recognition, the accuracy of ASR is far from that of human speech recognition.

Because the design of succinct features that are robust against all environmental conditions
is difficult, multiple feature extraction modules are often combined. However, the use of
combination leads to an increase in the dimensionality of features, which might cause the
“curse of dimensionality” problem that degrades the robustness of statistical models. Thus,
the use of the multistream approach involves a tradeoff; that is, the increase in the number
of combined feature extractions improves robustness in the feature extraction modules, but it
degrades the robustness in the statistical models used in ASR.

This thesis tackles the problem arising from such a tradeoff by using regularized discrim-
inative models that effectively handle high-dimensional features. Three elemental technolo-
gies are proposed and discussed with the aim of realizing regularized discrimination of high-
dimensional signal representations.

This thesis consists of six chapters.

Chapter 0 discusses the current status of speech recognition research and describes the
approach used in this thesis. The overview of the thesis is then presented.

Chapter 2 describes conventional feature extraction methods and acoustic models. Fur-
thermore, emerging technologies related to the methods proposed in this thesis are also de-
scribed.
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Chapter B proposes a novel feature set based on frequency modulation (FM) of speech
with the aim of constructing high-dimensional features. To satisfy the complementarity of
feature extraction modules, this chapter focuses on the FM of speech signals. Because most
conventional feature extraction methods are based on the spectral envelope and/or amplitude
modulation (AM) of the speech signal, the use of FM is reasonable for the complementar-
ity. Conventional studies on FM features use information from FM as supplementary in-
formation for conventional features. However, human speech recognition experiments have
confirmed that the FM of speech signals also contains phonetic information. Thus, by ex-
tracting phonetic information precisely, the FM of speech can be used as independent fea-
tures for ASR, and it should have complemental property with conventional features. To
extract phonetic information from FM, the proposed method applies the nonlinear discrim-
inant analysis method, which is based on multilayer perceptrons (MLPs), to instantaneous
frequency sequences. Further, the multiple feature composition method, which is based on
the HMM/MLP-tandem-based multistream method, was applied and evaluated in reverberant
and noisy environments. The proposed FM features ware confirmed to have a performance
comparable with conventional features, even if the FM features do not include spectral en-
velope information explicitly. Furthermore, combining the FM and AM features was also
confirmed to reduce the word errors by 21% when compared with conventional features, and
by 20% when compared with AM features used separately.

Chapter @ proposes a method for constructing a regularized discriminative model based
on CD-HMMs. To realize ASR based on regularized discriminative models, this chapter fo-
cused on regularized discriminative training of acoustic models. Discriminative training is a
family of parameter estimation methods that is known to be effective for constructing highly
accurate classifiers. In general, discriminative training can be easily corrupted by an over-
fitting problem when the training dataset is not sufficient. In contrast, Bayesian inference is
known to be a robust method that achieves steady performance even if the training dataset is
limited by considering parameters as random variables. Minimum relative entropy discrimi-
nation (MRED), also known as maximum entropy discrimination (MED), has been proposed
in machine learning research communities with the aim of introducing the randomness of
parameters into discriminative training methods, similar to that achieved in the Bayesian in-
ference method. In this chapter, the MRED method is applied to the discriminative training
of CD-HMMs. Conventionally, MRED is not applied to training of sequence classifiers with
sequence labels (e.g. CD-HMMs). This thesis extends the MRED framework to construct a
training algorithm of CD-HMMs. The effectiveness of the proposed method was confirmed
by conducting continuous phoneme recognition experiments. The proposed method could
reduce the phoneme errors by 6.4% when compared to maximum likelihood training, and by
2.1% when compared to conventional discriminative training.

Chapter B proposes a model-based feature augmentation method based on kernel meth-
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ods. In conventional HMMs, Gaussian mixture models (GMMs) are used to model each
sample in feature vector sequences. Furthermore, the nonlinear classification of each sample
is realized by using GMM with a large number of mixture components. However, because
the estimation processes of mixture models involve local optima in their optimization perfor-
mance function, the training of CD-HMMs with a large number of mixture components is
easily corrupted by local optima. Further, in general, mixture models often induce overfit-
ting, especially with discriminative training. In contrast, several classification methods, e.g.,
support vector machines, use kernel methods to realize nonlinear classification of each input
sample. To prevent these problems in GMMs, kernel methods are used to enhance emission
probability density functions in CD-HMMs; these methods are described in this chapter. To
apply the kernel methods, training and evaluation procedures for the models must be repre-
sented as the weighted sum of the inner products for each sample in the training dataset. In
this chapter, the training and evaluation procedures of the proposed method are rewritten as
the weighted sum of the inner products by using pseudo log-linear models and the MRED
training method described in the previous chapter. Isolated phoneme recognition experiments
were performed to evaluate the proposed methods. These experiments confirmed that the pro-
posed methods could reduce the classification errors by 10.8% when compared to maximum
likelihood classifiers, and by 5.8% when compared to discriminatively trained classifiers.
Chapter B summarizes the results achieved in this thesis and provides perspectives for

future extensions.
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Mathematical notations

In this thesis, lower-case bold letters denote vectors (e.g. x). All vectors are considered as
column vectors (N () x 1 matrices where N (z) is dimensionalities of vectors), and T denotes
the transpose operator. Therefore, inner-products of two vectors (x and y) are denoted by
a"y. The n'® element in a vector x is denoted by subscript as z,,. All matrices are denoted
by upper-case bold letter (e.g. A). I denotes the identity matrix.

Sequences of D-dimensional vectors are considered as 7' x D matrices, where 7' is the
number of elements in the sequence. For example, the d** dimension of the n'" element in
the N-elements sequence of D-dimensional vectors (X = {x1,--- ,xx}) can be denoted as
x¢,q = {2}, Correspondingly, scalar sequences are considered as vectors (1" x 1 matrices),
and therefore denoted by lower-case bold letters. The n*" element in a sequence [ is denoted
by .

A variable denoted by a lower case latin alphabet with subscripts is considered as an ele-
ment in the corresponding matrix and/or vector denoted by the same alphabet with bold letter.

For example, a matrix denoted by A contains column vectors denoted by a; and scalars de-
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noted by a; ;, as follows:

aii - Q14

R RS L

While detailed meanings of variables are different, the variables with the roughly same
meaning are notated by the same letter. In this thesis, such variables are distinguished by
superscripts. For example, feature sequences are denoted by the same letter X inspite of the
difference in their extraction methods. In order to prevent this ambiguity, superscripts are
used to distinguish the feature sequences extracted by different methods. Specifically, X™
denotes an FM feature vector sequence, and X *! denotes an AM feature vector sequence in
Chapter B.

In order to respect the above notation system, some conventional rules practiced in signal
processing textbooks are not compatible with this thesis.



Chapter 1

Introduction

Automatic speech recognition (ASR), which converts recorded speech signals into word se-
quences, is one of the most promising technologies for human-machine interaction and media
understanding. However, it is currently difficult to perform ASR accurately since speech sig-
nals include a wide variety due to several factors such as recording environments, speakers,
and/or speaking styles. Thus, the speech recognition is now considered as one of the most
difficult problems in pattern recognition research.

Recent advances in computer technology have enabled various improvements in ASR
technologies. For instance, in [McDermott et al.] , Woodland, 2002, L66t et al., 2007], the
complex probabilistic models, which involve over 20,000 Gaussian probability density func-
tions (pdfs), are trained by the large datasets, such as Corpus of Spontaneous Japanese (CSJ)
[Maekawa, 2003, European parliament plenary sessions (EPPS), and SWITCHBOARD
[Godtrey et al., 1992]. Further, the latest developments of machine learning theories and
signal processing technologies also support the construction of accurate speech recognizers.
Although these efforts can realize accurate ASR in some particular cases, further improve-
ments in ASR technologies are still necessary to enable more diverse applications. The main
objective of this thesis is to provide methods aiming for construction of accurate speech
recognizers that can identify contents of speech signals by enhancing signal processing and
statistical estimation techniques used in speech recognition.

In this chapter, at first, the current scheme of speech recognition is briefly described. Then,

the conceptual framework underlying this thesis is described.

1.1 Automatic speech recognition

The ASR problem is formulated as a probabilistic decision problem, i.e., the relationship be-
tween speech signals and recognition results is defined by probabilistic distribution functions
(pdfs). In this formulation, the relevant word sequence [ is selected so as to maximize a
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probability of a label sequence [, given the speech sample sequence r, as follows:
[ = argmaxP(l|r). (1.1)
l

Here, since direct modeling of the speech sample sequence 7 is intractable, the conditional
probability is approximated by introducing a feature extraction function X = ®(r) ¥, as
follows:

l ~ arg1;naxP(l|X), (1.2)

where the feature vector sequence X is computed from the recorded speech signal r. By
using Bayes’ law, the above equation is expanded as follows:

P(X|)P()

[ ~ aremaxP(l|X) = argmax
B (1 X) g P(X)

= argmaxP(X|l)P(l). (1.3)
l

In this formulation, four components are used to construct speech recognizers, as follows:

e Feature extractors that compute a feature vector sequence X = &(r) from a
recorded speech signal r,

e Acoustic models that are used to represent a emission probability of a feature vector
sequence X, given a label sequence I (P (X 1)),

¢ Language models that are used to represent a probability of a label sequence I (P(1)),
and

A,

e Decoders that search the relevant word sequence I that maximizes P (X |1)P(l).

Figure [T shows the block diagram of speech recognizers.

The following subsections describe each component in the diagram. This chapter only
provides a conceptual overview of each component. The detailed discussions and literature
reviews about these components focused in this thesis are presented in the next chapter.

1.1.1 Feature extraction

The ultimate objective of feature extraction modules is to provide effective representations
of speech signals to acoustic models. Therefore, the studies on acoustic modeling and fea-
ture extraction are inseparable. However, in general, these two modules are independently
developed. Most conventional studies attempt to extract some physical quantities, which suc-
cinctly explain phenomena of speech production and transmission, since they are suitable for

use with conventional generative acoustic models.

*I' As mentioned in the page K, upper-case bold letters (e.g. X)) are used to represent sequences of vectors.
Therefore, this equation implies that a vector sequence X is extracted from a scalar sequence 7 by using the
feature extraction function ®.
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Since speech signals can be assumed to be stationary in a short-time segment, input signals
are often split into short-time segments termed “frame.” Conventionally, fixed-length (=~ 25
ms) segments are taken for each frame-shift length (= 10 ms). Thus, the n'" element x,, in
the feature vector sequence X is computed by using a framewise feature extraction function
®,, and a short-time segment {r;|Vt € [TSTT TST0P]} "ag follows:

zn, =P, ({re|Vt € [T3™.T]}) (1.4)

START
Tn

where and T5™ are the indices of the first sample and the last sample in the n'"

frame, denoted as follows:

TsTART :nTSHIFT

(1.5)

TOP TART INLEN
TSTOP _TETRT | [VIMLEN _q

SHIFT ;

Here, 7 is the frame-shift length, and 7"NLEN

is the number of samples in the window
(window length).

1.1.2 Acoustic models

Acoustic models are used to represent the pdf P(X |l), which represents the emission prob-
ability of the observed feature vector sequence X, given a label sequence I. One of the

O Speech signal

[ Feature extraction ]

( )

Generative models for sequence
Speech features

{ Acoustic models P(XI]) )

[ Decoder ]

( Language models P(I) )

L J O Word Sequence

"RECOGNITION RESULTS"

Figure 1.1 Schematic diagram of current speech recognizers
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difficulties in acoustic models is that both of the variable to be modeled X and the condition-
ing variable [ are structural (sequential), which involve combinatorial explosion. Therefore,
multiple observations (Xs) are rarely obtained for the exactly same .

A widely accepted solution is to use models that are defined with respect to each label ele-
ment [, where I = {l1, [, - }. Practically, l,, is designed to represent each word, phoneme,
or context-dependent phoneme (e.g. triphone) in the label sequence. The continuous-density
hidden Markov model (CD-HMM) is the most widely accepted model that use the abovemen-
tioned strategy. Since CD-HMMs have a concatenation operator, they can handle sequences
of labels by concatenating CD-HMMs corresponding to each label element in the given label

sequence.

1.1.3 Language models and decoders

Language models are used to represent probabilities of label sequences. In general, a word
N-gram model is used as a language model. N-gram models predict label element /,, from
preceding N — 1 label elements For example, 3-gram models represent the probability of a
label sequence I as P(l) = [[,, P(ln|ln—1,ln—2). In language models, typically, elements
l,, are designed to represent each word. It should be noted that the inconsistency in types
of elements of label sequences used in the acoustic models and the language models can be
resolved since probability of a word sequence is translated into probability of a phoneme
sequence by decoders.

The decoders are one of the most important modules for computational efficiency of ASR.
In large vocabulary continuous speech recognition (LVCSR) problems, exact search over
hypothesis label sequences might be computationally prohibitive. Recent decoders enable
LVCSR by employing approximated search algorithms, such as beam search methods and/or
A* search methods. Although the use of these approximated search algorithms causes errors
due to approximation, called “search error,” recent advances in decoding algorithms satisfy
both of the computational efficiency and the recognition accuracy.

In this thesis, these modules are not mentioned because they are rarely related with acous-
tical fluctuations of the observed signals . However, the methods proposed in this thesis

would cooperate with latest advances in language models and decoders.

1.2 High-dimensional speech representations

According to the above scheme, degradations due to the fluctuations in speech patterns should
appear in feature extractors and acoustic models. Therefore, sophisticated feature extractors
and acoustic models are required in order to achieve accurate ASR.

Conventionally, feature extractors are designed to extract succinct features that are con-
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sidered as containers of phonetic information. Further, the acoustic models are trained to
be a good generator of these succinct features. This scheme is effective when the extracted
features have sufficient information required for ASR. However, generally speaking, most
conventional feature extraction methods have pros and cons depend on situations. Thus, the
combination of conventional features is considered as effective. Multistream speech recog-
nizer is a generic term for speech recognizers that contain multiple feature extraction mod-
ules.

However, it is known that the use of multiple features leads to inefficiency called curse of
dimensionality, which is the set of phenomena that appears when high-dimensional vectors
are modeled by statistical models. The following undesirable effects are often observed in
such cases.

e Distances between two vectors independently sampled converge to a constant (a.k.a.
concentration of measure [Bishop, 2006]).

e Increase in the number of parameters in model pdfs results in increase in the bias term,
which indicates the sensitivity to the training data shortage.

e Computational resources required for model estimation and evaluation increase.

Despite these effects, the conventional multistream speech recognizers work accurately,
by using several techniques such as ensemble classification methods and hybrid classification
methods [Morgan et al., 2005]. This thesis attempts to directly resolve this inefficiency by

introducing regularized discrimination of high-dimensional signal representations.

1.3 Regularized discrimination of high-dimensional speech

representations

Recently, the importance of regularization in optimization of classifiers is confirmed in
several application areas. For example, in speech recognition, an I-smoothing technique
is introduced as a regularization technique in discriminative training of acoustic models
[Povey and Woodland, 2002].

One of the most successful methods with regularization is the support vector machine
(SVM). In SVMs, L2-norm regularization is introduced to parameter vectors in order to ob-
tain large margin linear classifiers [Boser et al., T992]. Since SVMs achieved robust classifi-
cation even if input vectors are mapped to a higher-dimensional space, it is assumed that the
SVMs can prevent the curse of dimensionality.

Regularization is a technique that introduces additional terms in objective functions of op-
timization problems in order to prevent overfitting and reduce the generalization error. The

term “generalization error” indicates the expectation of the amount of errors over the true
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distribution of input examples. Obviously, since the true distribution of the input examples is
unknown in general, direct evaluation of generalization error is impossible. In several meth-
ods, empirical errors, which indicate the amount of errors with respect to the examples in
the given dataset, are minimized instead of generalization errors. However, although an em-
pirical risk minimization can easily be achieved by using complex models © (e.g. 1-nearest
neighbor classifiers can achieve zero empirical error), it is well known that most statistical
models involve trade-off between the empirical error minimization and generalization error
minimization as shown in Figure [7.

Regularization techniques are often introduced in order to adjust this trade-off. Especially,
regularization techniques are important in high-dimensional discrimination since a model
complexity is too high in several cases even if a naive model, such a linear model, is chosen.
Thus, regularization techniques are necessary in order to adjust trade-off between empirical

error and generalization error of high-dimensional models.

1.4 Contributions

The contributions of this thesis are aiming for realizing a scheme for ASR that can efficiently
cope with high-dimensional features obtained by multiple feature extraction methods and
feature augmentation methods.

For this purpose, regularized discrimination of high-dimensional speech features is intro-
duced for ASR. The efficiency of the scheme that combines high-dimensional features and
regularized discrimination is also confirmed in recent advances in natural language process-

ing. Because mechanism in generation of natural language texts are rarely known, multiple

The optimal model

Underﬁtting'
*---1____p
: Overfitting

Error

------ Empirical error
— Generalization error

- ---- Inaccuracy in estimation

Model complexity

Figure 1.2 Trade-off between empirical risk minimization and generalization error minimization

*2 In this thesis, the term “complex model” denotes models with a number of parameters.
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and redundant features are used instead of succinct features extracted so as to avoid redun-
dancy. Although the mechanism of speech perceptions and productions have been deeply
investigated, the use of high-dimensional features would be efficient because these mecha-
nisms are still under investigation.

Specifically, this thesis focused the following topics in construction of speech recognizers.

1. Constructing of high-dimensional features,

2. Obtaining regularized discriminative models in order to prevent curse of dimensional-
ity, and

3. Transforming feature vectors in order to enrich representation of speech features.

1.5 Overview

The proposed scheme of speech recognition and the organization of this thesis is illustrated

in Figure [3.

This thesis is organized as follows:
[[[ Feature extraction ]
(Chapter 3)

r N G Speech features

Regularized discriminative -
models for sequence Feature augumentation
(Chapter 5)

(Chapter 4)

G Augumented features
{ Acoustic models P(XII) )

[ Decoder ]
( Language models P(I) )

\ J O Word Sequence

"RECOGNITION RESULTS"

Speech signal

Figure 1.3 The schematic diagram of proposed speech recognizers
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Chapter 2 describes conventional feature extraction methods and acoustic models. Fur-
thermore, emerging technologies related to the methods proposed in this thesis are also de-
scribed.

Chapter 3 proposes a novel feature set based on frequency modulation (FM) of speech
with the aim of constructing high-dimensional features. To satisfy the complementarity of
feature extraction modules, this chapter focuses on the FM of speech signals. Because most
conventional feature extraction methods are based on the spectral envelope and/or amplitude
modulation (AM) of the speech signal, the use of FM is reasonable for the complementarity.
To extract phonetic information from FM, the proposed method applies a nonlinear discrim-
inant analysis method, which is based on multilayer perceptrons (MLPs), to instantaneous
frequency sequences. Further, the multiple feature composition method, which is based on
the HMM/MLP-tandem-based multistream method, is applied and evaluated in noisy and
reverberant environments.

Chapter @ proposes a method for constructing a regularized discriminative model based on
CD-HMMs. To realize ASR based on regularized discriminative models, this chapter focused
on regularized discriminative training of acoustic models. In this chapter, the author proposes
an application method of minimum relative entropy discrimination (MRED; a.k.a. maximum
entropy discrimination (MED)) for CD-HMMs. By considering the Bayesian inference as a
generalization of the maximum likelihood estimation, generalization for discriminative train-
ing methods of the CD-HMMs can be considered in a similar way. MRED is a way to
generalize discriminative models [Jaakkola et al., 2000, Jebara. 2001]. In this chapter, a gen-
eralized method of the conventional discriminative training methods is derived by applying
MRED to discriminative training of CD-HMMs.

Chapter B proposes a model-based feature augmentation method based on kernel methods.
By applying MRED for HMMs, a feature augmentation method based on kernel methods is
introduced to HMMs in a straightforward way. Hidden Markov kernel machines (HMKMs)
are proposed as an extension to conventional CD-HMMs in this chapter. Since the kernel
method project original feature vectors into a higher-dimensional space, the method proposed
in this chapter can be assumed as a combination of high-dimensional features and regularized
discriminative models.

Chapter B summarizes the results achieved in this thesis and provides perspectives for

future extensions. Further, final remarks are presented.



Chapter 2

Background

In this chapter, conventional methods for feature extraction and acoustic model training are
described in Section -1 and Section 2, respectively. Each section begins with a descrip-
tion about the most widely accepted method, and then the state-of-the-art methods that are
closely related to the methods proposed in this thesis are described. Further, in Section 23,
hidden Markov models/ multi-layer perceptron (HMM/MLP)-tandem approach is described

as a conventional method used for handling high-dimensional features.

2.1 Feature extraction

Since raw signals are intractable in conventional acoustic models, a sequence of feature vec-

def . def
tors X = {x1,xo, - -} are extracted from the raw signal » = {ry,ry,--- }.

2.1.1 Mel-frequency cepstral coefficients (MFCC)

Most feature extraction methods stand on the source-filter model of speech production. In this
model, the speech recognition problems are considered as a blind filter estimation problem
of speech signals by assuming randomness of the source signal. Mel-frequency cepstral
coefficient (MFCC) feature extraction is one of the most widely accepted feature extraction
methods based on this assumption.

By considering the source-filter model of speech production, speech signals are assumed as
convolutions of source signals emanated from vocal cords and impulse responses of a vocal
tract. In general, filters are assumed to be quasi-stationary, i.e. an impulse response of the
filter is constant in a short-time segment. Thus, by applying the Wiener-Khinchin theorem
[Oppenheim et al., 19891, k" component of the short-time Fourier transform (STFT) of nt"
frame (x3'}7) is expressed as the product of the STFT of the source signal e, ;. and that of

the impulse response vy, 1, as follows:

STFT
Ty 'k =€nk * Un k- 2.1
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Taking logarithm of squared-magnitude yields:

log |$STFT|2 =2log |ey k| + 21og vy k|- (2.2)

This equation implies that shifts in the logarithmic power spectrum can be assumed as the
sum of shifts in frequency characteristics of the vocal tract and the source signal.

An extraction process of MFCCs attempts to suppress the variation due to the source sig-
nal. First, the MFCC extraction process applies high-pass filtering (pre-emphasis) as a pre-
processing in order to flatten spectrum of the signal xiTiT Then, power spectrum components

STFT | 2 MEL [ MEL MEL

|z, 1. |© are processed by frequency domain windows wy™ = [wy, wyy, - - -] which simu-

late human hearing characteristics of sound pitch.

I;’I?JEE —10g {ZwMEL STFT 2} ) (23)

As described in page &uii, )7 is considered as the (n,d)"™ element of the matrix X"

and d'" element of the vector wMEL Note that xSTFT

MEL

in this equation is obtained from pre-

MEL

emphasized signals. Central frequencies x ;= of the spectral windows w7 are equally spaced

in Mel-frequency domain Q"EL, and the slopes of the windows are linear, which are defined
as follows:
e R < k< R
d d—1
MEL __ WKMEL 1.
wd,k - ﬁ MEL <k< Kgﬁ{"l
0 otherwise,
(MEL _ K ()IMEL d (Q"EH (wST%F) — QYEL (WSTART)) - QQMEL ((,START)
d (UPRATE D+1 ’
(2.4)
O (w) =2595 logyg (1+ o )
@) %610 (" 11007
Q™ (m) =14007 (107595 — 1),
START
MEL def W
Fo o = (RATE K,
MEL dﬁf wSTART

Kp+1 = (URATE

START STOP

where w and w are lower and upper frequency cutoff in angular frequency (rad/s),

respectively, Q"™ (w) is the frequency warping from angular frequency to the Mel-frequency,

RATE ;

QM™EL () is the inverse frequency warping of Q"FF(w), w**E is the sampling rate in angular

frequency, D is the number of channels in Mel-filter bank, and K is the number of frequency
bin. Figure T shows w]; as a function of k.
Generally speaking, the spectrum of the source e, ;, stay constant for all £ when an un-

voiced sound is presented, and e,, ,, has periodicity along the k-axis when a voiced sound
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is presented. Therefore, variation due to source signals of unvoiced sounds are suppressed

by subtracting the average of the x'ffks for all k, and that of voiced sounds are suppressed

by removing microscopic fluctuations in the :U’ffk along the k-axis. These operations, the
subtraction of the average and the microscopic fluctuations, can be performed by applying
a band-pass filter (BPF) to xﬂEk where k is considered as a time-domain variable. This log-
spectral domain filtering operation is termed “liftering.” The spectrum of log-spectrum is
termed “cepstrum”, and the frequency-axis of a cepstrum is termed “quefrency.”

By obtaining a cepstrum by using discrete cosine transform (DCT), the d*" element of

MFCCs at nt*? frame is defined as follows:

def
l,MFCC 1C1 (C . MEL

n,d T n )d+dLOQUE (1 < d < dHIQUE - dLOQUE) (25)

where d*% and d"9E are the lower cutoff quefrency and the upper cutoff quefrency of the
band-pass-liftering, C is the DCT matrix. Typically, d“9%E and d*'9F are set at 1 and 13,
respectively.

MEFCCs are often used with an energy feature and their first/second-order derivatives

MFCC_E_D_A

" is defined by augmenting the energy feature

[Furui, 1981]. Typical feature vector x

d=16  d~17,

60 80 100 120
Fregency bin [£]

Figure 2.1 Frequency characteristics of Mel-filterbank w’f,lg as a function of a frequency

bin k. (Sample rate = 16000 Hz, B = 20, upper cutoff frequency = 8000 Hz, lower cutoff
frequency = 0 Hz)
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and derivatives, as follows:

wl;/IZFCC_E_D_A def |:(wl;/[lFCC_E)T ’ (Vn wl;/IlFCC_E)T ’ (ann w»;ILFcc_E)T] T ’

-
gMFeCE def [(mMFCC)T’ (IE)T] ’

n n n

(2.6)
2 —log d YIS
k

where V,, is the partial derivative operator with respect to the variable n. Typically, the
derivatives are obtained by a numerical method, as follows:

T
21 f(n+7)— fln—7)
2 23:1 T
where 7' is the number of frames used to compute the derivatives, which is typically set at 1

Vanf(n) = (2.7)

or 2. A block diagram of an MFCC_E_D_A extraction process is presented in Figure 2.
It should be noted that V is a linear convolution operator of sequence. A derivative operator

V n@n,q of a feature x,, 4 can be expressed as the following convolution form:

T
an'n7d = Z h?‘%;A—Fl + Tn—7,d>
=T
hDELTA déf {_%,_%70’1_10’%} (T:2),

RPELTA is the 7t1 element in the sequence hPEL™ . Thus, the derivative operations are

where
equivalent to a time-domain filtering operation of feature trajectories. The frequency charac-
teristics of this filter depend on the time window length 7'. The next subsection focused on

filtering techniques of feature trajectories.

2.1.2 Amplitude modulation of speech

Although features based on the source-filter model, such as MFCC, realize accurate speech
recognition in particular environments, speech recognition in realistic environments involves
other problems due to room acoustics and transmission channels. Eq. (1) only considers
the source signal and the vocal tract filter. However, filters due to characteristics of rooms
and transmission channels can not be negligible in realistic environments. In order to avoid
effects arose from rooms and transmission channels, feature compensation methods based on
amplitude modulation (AM) of speech signals are proposed.

These AM methods focus on the speed of variations in power spectrum. Since the charac-

teristics of rooms and transmission channels are varying very slowly or staying constant,
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Figure 2.2 Block diagram of MFCC_E_D_A feature extraction
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suppressing lower-frequency variations in feature sequences might be effective. Further,
since vocal tracts cannot move so fast, higher-frequency components are considered as a
non-informative part due to additive noises. Thus, band-pass filtering in feature trajectory
domain is considered as an essential operation for feature extraction.

In the relative spectra (RASTA) technique [Hermansky and Morgan, 1994], which is in-
spired by the human hearing experiments [Green, 1976, Houtgast and Steeneken, 1985], fea-
ture variations around 4 Hz are emphasized. In order to perform this emphasis in feature
sequence, RASTA applies the filter corresponding to the transfer function H**ST™(2) to fea-

ture trajectory. The transfer function H*5TA(2) is defined as follows:

42+ 27l — 73 9,4

HRASTA — 01
(2) * 1—0.982-1

(2.9)

The RASTA technique is performed by applying the autoregressive moving-average (ARMA)
filter defined by this equation to each component in feature vectors. Figure shows the
block diagram of ARMA filter used to perform the RASTA technique.

Figure "4 shows the comparison of frequency characteristics of time-domain feature filter-
ing methods. From this figure, it is confirmed that the differentiation operation only empha-
sizes higher-frequency movements. Contrastingly, RASTA method emphasize the compo-
nents around 4 Hz. Since the efficiency of the RASTA operation is confirmed by conducting

i Output
|

Input

Figure 2.3 Block diagram of the ARMA filter that realizes the RASTA filtering
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several experiments, the direct handling of feature trajectory is now considered as an impor-

tant operation for feature extraction [Vuuren and Hermansky, 1997].

2.2 Acoustic models and training

In this section, a definition of acoustic models (P(X|l)) is described. First, continuous-
density hidden Markov models (CD-HMMs) are described, and then conventional training
methods for CD-HMMs are described.

2.2.1 Continuous-density hidden Markov models

CD-HMM is one of the most successful models for ASR since it is suitable for handling
variable length sequence in a stochastic way. In CD-HMMs, as the name implies, a hidden
state sequence, which is assumed as a first-order Markov chain, is used as a hidden variable.

Emission probabilities of a feature sequence X, given the label sequence [, are obtained by

ot ///’\\4/\/\\\.Zp_,\_vy_..-‘-‘q%___'_.______ i
/
/
/
107 ,
m
=
5 20| ~
-
o
S
g ,
£ -30F - |
< ,
401 — Delta ]
- - CMS
--- RASTA
_5 WA | |
90'2 101 10° 10! 102

Modulation Frequency [Hz]

Figure 2.4 Modulation frequency characteristics of a numerical differentiation operator
and the RASTA operator. CMS: Cepstral mean subtraction technique [Atal. T974]; Delta:
Differentiation operator (1" = 2)
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marginalizing out the hidden state sequence g, as follows:
def def
P(X|)=) Pla.XI)= Y PX|l9P@= Y []P@ila)P(e). .10)
q qeS(l) ges) n

Here, S(1) denote a set of all possible state sequences determined from the given the label
sequence [. Further, the hidden state sequence q is assumed as a first-order Markov chain.
Therefore, P(q) is defined as follows:

:HP(Qn|qﬂ—1) = HPQn—laQTL’

__ .BEGIN __ LEND
qo =S yAN(q)+1 =S

2.11)

BEGIN END

where s and s*" are constants that denote the initial state and the final state, respectively;
N(q), the number of elements in the state sequence g; P, a transition probability matrix.
Figure '3 illustrates the dependency between state sequences q and a label sequence [, and
state sequences q and a feature sequence X.

In CD-HMMs, the emission probability for each state is modeled by Gaussian mixture

models (GMMs), as follows:

P(@alg.) € Y ponnN (@nl (g, m)s Ri(anm))- (2.12)

m
Here, since the same Gaussian pdf (and its parameters) might be shared by several states
and mixture components, a many-to-one mapping function G(s,m) is introduced in order
to map a state index s and a mixture component index m to a Gaussian pdf index g; pq,,.m
is a mixture proportion that satisfy > pg,.m = 1; N(x,|u,, R,) denotes the Gaussian
probability density function (pdf) parametrized by a mean vector p, and a precision matrix

R, as follows:
1% Y ‘Rg‘ _ 1 B T . (2.13)
GBHJ’L97129) - (277)1)/2 exXp 5«}Bn ltg) 1{9<a%1 ng) 9 :

where D is the dimensionality of x,,.
By substituting Eqs. (E-1T), (ZT2) and (Z13) into Eq. (Z-10), the emission probability of

a feature sequence X is derived as follows:

PX)= > J[Pa- 1anpqn (@b g, m)» Ba(gn,m))- (2.14)

ges(l) n

Here, in order to simplify the equation, a sequence of mixture component indices m =
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Table. 2.1 Notations for parameters of CD-HMMs (S: the number of all states; D: the
dimensionality of feature vectors)

Notation | Description

) Set of all parameters; © e {A, P}

P State transition probability matrix; P € R9*°

A Set of parameters for all emission pdfs; A of {As]Vs}
As Set of parameters for the emission pdf at state s;

def
s = {ps mos l'l'G(s m)» RG(S m) ‘\V/S vm}

Ps,m Mixture proportion; s.t. pg ., > 0, Zm Psm = 1

K Mean vector for the ¢'" Gaussian pdf,p g € RP
R, Precision matrix for the g'"" Gaussian pdf, R, € RP*P
{mi,ma, -+ ,my, -} is introduced as follows:
X’l Z Z H PQ’n 1, an(In mnN(m;L“’I’G(qn,mn)’ RG(qnﬂnn))
ges(l) m
:P q7m|l HN(m:J“G(qn,mn)’RG(Qny’mn)>
N , (2.15)
P(X|q,m,l)

=Y > P(X,qml).

ges(l) m

This expression explicitly shows that CD-HMMs involve two hidden variables, i.e., state
sequence g and mixture component sequence m. The parameters of CD-HMMs are listed in
Table 21I. The following subsections describe the estimation methods for these parameters.

2.2.2 Maximum likelihood estimation

Hereinafter, let X = {X*' X2 ... X% ..} be a set of feature sequences in a training
dataset, and £ = {ll, 2, 0. } be a set of label sequences in the training dataset.

The most widely accepted method to estimate parameters is the maximum likelihood
estimation (MLE). In the MLE, a parameter set © that maximizes the log-likelihood
FME(O; X, L) of the training dataset X, L, is estimated as follows:

© =argmaxlog P(X, £|©) = argmax log H P(X"1'|©)
C) © :

—argmax Y log P(X‘|l*,©)+ log P(1* (2.16)
gmax )  log P(X'|I', ©) Z g P(I')

.

-~

FUE(Q;X,L) constant
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Because the optimal of the objective function FM£(©; X, £) cannot be derived analytically
where the CD-HMMs are used as acoustic models, lower bounds of the objective function,
called auxiliary function, are introduced in order to perform the optimization. As defined in
Eq. (I13), the emission probability of sequences is defined by using hidden variables; g and
m. Substituting Eq. (Z13) into Eq. (Z-16) yields the following objective function.

FUEO; X, L)

—Zlog Z ZP ‘. q,m|l’, A) + constant

ges(li) m

- Z log Z Z H Pay—1.anPan 7mnN(w’1r:L|l‘l’G(qn7mn)7 R¢ (g, ,m,,)) + constant.

ges(ly) m n
(2.17)

In order to obtain a lower bound of the objective function, a probabilistic distribution over
hidden variables (g, m; ©') parametrized by ©’ is introduced, and then Jensen’s inequality
is applied as follows:

FUE(O; X, L)
H Par mn (wn’ll’G( m )7RG(q m ))Pqn_l an
= 10g Q q,m; @ ’ dn,Mn n,Mn L —15
2t 2 2 ) Qlq.m: &)
i ges(ly) m
-+ constant
L1, Pgy.mn (mnWG( mn)s B (gn,m ))Pan 1.4
> Q(q,m;0") 1o dnMn niMn)/” Gn—1:9n
Z Z Z )log Q(q,m: 0"

it geS(lt) m
~+ constant
—Z Z ZQ q, m; @ 1Ogl_[pqn mp wn‘“qnmqunmn)Pqnfl,qn

i gqeS(li) m

Z Z Q(q,m;0")1log Q(gq,m;O") +constant

ges(li) m
Con;cant
t qeS(l
Q(q7 m; @ ) <10g Pan mnp, + lOgN($n|NG(qn,mn)a RG(qn,mn)) + lOg Pqnthn)
-+ constant

W PE Q. ¥, £, 0).

(2.18)

The optimum of the auxiliary function F"E(Q; X, £, ©’) with given ©’ can be solved ana-

lytically.
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It should be noted that the auxiliary function F™E touches the original function FM-E

at ©’, where () is set as the posterior pdf of hidden variables, i.e. Q(q,m;©’) def

P(q,m| X" 1",0"), as follows:

FLEO; X, L,0") |o—or
AT / P(XZ»(I»mW’@/) 3
= P X4 1 — log P(1*
T q L m

=) log P(X'[I',€0') + ) "log P(I') = F"¥(©; X, L).

(2.19)

Since this lower bound touches the original objective function F"E(0; X', L), iterative up-
date of © converges a local optimum of the original optimization function. Specifically, the
current estimate of O is used to determine (g, m|©), and then © is updated by using the
current setting of (). The iterative optimization algorithm based on this setting is termed
Expectation-Maximization (EM) algorithm. By using this () function, the auxiliary function
is decomposed into each frame, as follows:

F(O;Xx,L,0) Z >N Plgn = s,mp =m| X" 1',0)log N (Xn| (s m)s Bi(s,m))

n sm

* ZZZP(% =85 Mn = m|Xi7li7 @/) logp(Jmmn
+ ZZZP qn-1 = = S/|Xi7lia®/) logps,sH

(2.20)
where
P(gn, = s,m, =m|X,1,0") = Z ZP(% =s,m, =m|X,1,0),
acsty m 2.21)
P(gn_1=5s,q, = 5'|X,1,0") = Z P(gn_1=15,q, = s|X,1,0).
qeS(l)

In order to efficiently perform the EM algorithm, the forward-backward algorithm is used
in general. In this algorithm, each HMM state occupation probability P(g, = s|X*,1¢,0")
is computed as a product of a forward probability (exp aihs) and a backward probability
(exp 3}, ), as follows:

P(qn = S|Xi, li, @I) = exp(ofﬁ’s + ﬂ;’s - 68783130111) (222)
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where
O‘iz,s =log {Z exp {a(n—1)78’} P("Biz—1|qR—1 = 3/7 @/)P;’,s} )

" s =log {Z exp {ﬁ§n+1)7s,} P(x! |q, = s, @’)73;’8,} , (2.23)

OZ?LSBEGIN 200,
7 —
/BN(Xi)_i_]_’sEND —00,

where P, _ is a state transition probability matrix in the parameter set ©'.
From the definition of CD-HMMs, pdfs depending on ©’ in Eq. (ZZ20) can be computed
as follows:
P(q, = s,m,, =m| X", I',0") =P(m, = m| X", 1", q, = s)P(q, = 5| X", 1",0)
_ N(m;”b|l’l’/c;(57m)7 R/G'(s,m))
Zm’ N(m%“‘l’/@‘(s’m/)? RIG(s,m’))
P(gn-1 = 5,¢, = §'| X", I',0') =P(gp—1 = &'| X", I',0") P(g, = 5| X", 1, 0)

exp {O-/iL’S + ﬁ,i”g - /687SBEGIN}

(2.24)

7
s,m?

where y,; and R; are parameters in the parameter set ©’. Note that these variables («
<.m) can be computed efficiently by using a recursive procedure. By using these variables
(o, 3), the optimal point of the auxiliary function F"™5(©; X', £,0’) can be expressed as

follows:

S ixg (X156
SEDVRVIS SATTD)

. —1

R, =%

g — “g >
$ :Zixﬁ(Xi,li;@') i ﬂT
SIS N TN=) Iaall (2.25)

[A) . Zz X(C)v'(s,m) (XZ? li; 6/)
s,m ZZ Zm, X%(S,m/) (XZ’ l’L’ 8/) )
Do X (X1, 1550)
s i Xes(X 1O

where the functions xS, X;, Xz, x™,, are termed as “sufficient statistics function” in this

Ps,s’
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thesis, and expressed as follows:

X;(Xi,li; CH) o Z P(gn = 5,m, = m| X" 1,0z,
=t (2.26)
(X500 ST Plgn = 5,m = m| X1, 0 ) ()T,

XSs/(XZ,lZ,@/> d:e£ Z P(qn =S5,4n-1 = S/|Xi7li’®l)'

Since all probability P(.) used in the above definition of sufficient statistics functions can be
computed by using the forward-backward algorithm as shown in Eq. (Z224)), the computation
of sufficient statistics functions is tractable.

2.2.3 Bayesian inference

Recently, Bayesian inference is introduced as a generalization of MLE that enables diverse
extensions. In Bayesian inference, the optimal parameters are not determined but proba-
bilistic distributions of parameters are inferred. This thesis avoids detailed discussions about
Bayesian inference, and just introduces a basic idea of distribution-based expression of pa-
rameters.

By using Bayes’ law, a distribution (posterior pdf) of parameter set O, given the obtained

dataset X', L, is written as follows:

X, L£]|©)PY(0)
P(X, L)

P(©|X, L) _H (2.27)

where PY(©) is a prior pdf that reflects the prior belief of the parameters ¥!. Here, the
maximum-a-posteriori (MAP) estimation is derived by using the mode-value of the posterior
pdf as a representative parameter, which is obtained as follows:

O™ — argmaxP(O|X, L) = argmaxP (X, L|©)P°(0). (2.28)
e )
Further, the MLE is derived by introducing a uniform pdf to MAP estimation as follows:

O"E — argmaxP (X, L|©). (2.29)
S}

*I In this thesis, prior pdfs are distinguished by using P? notation.
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Thus, the Bayesian inference is considered as a generalization of these estimation methods.

Advantages of the Bayesian inference are listed as follows:

e Utilization of a prior belief of the parameters, and
e Robust classification performed by marginalizing (integrating) all possible parameters

over a posterior pdf (a.k.a. Bayesian predictive classification).

In the case of CD-HMM parameter inference, the posterior pdf P(©|X, £) is not tractable.
The variational approximation methods are often introduced to realize Bayesian methods in
such cases.

In the variational Bayesian methods [Attias. 2000, Watanabe. 2006], an approximated pos-
terior pdf P(©), which is restricted to a specific pdf family, is obtained by minimizing the
Kullback-Leibler divergence (KL divergence) of an approximated posterior pdf P (©) from
the true posterior pdf P(O|X, £). Thus, the approximated posterior pdf is obtained as fol-
lows:

P(©) = argmax KL[P(O)||P(6|X, L)] (2.30)
P(©) d

FUE[P(O)]

where P(©|X, L) is the true posterior pdf defined in Eq. (ZZ21), and the KL divergence is
defined as follows:

KL[P(©)||P(©|X, L)] = <log P(©) - P(6|X, £)> (2.31)

P©O)

It is known that the Bayesian inference is advantageous, even if the training data is limited.

2.2.4 Discriminative training

The models obtained by the Bayesian inference or its specialized methods (MLE/ MAP) are
accurate in the sense of statistic generative models. However, because the ultimate objec-
tive of model estimation for ASR is construction of classifiers, several discriminative training
methods are proposed in order to optimize classification performance of constructed classi-
fiers.

In discriminative training methods, model parameters are estimated by optimizing a dis-
criminative criterion function. Several criteria for discriminative training are proposed.

Minimum classification error (MCE) attempts to minimize the number of misclassifica-
tion label sequences [Juang and Katagiri, 1992]. Because the number of misclassification is
denoted by discrete value, a smoothed misclassification number function is often used as an
optimization criterion.

Ideally, the number of misclassification (error) of a classifier £(©) defined by a parameter
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O is represented as follows:

£©)=3_ (1 - (log m;f};()lc‘(??@ ))

%

SN——" - l
constant ! J

FUCE(©;X,L)

where H(x) is the Heaviside-step function that returns 1 when = > 0 and 0 otherwise, N (X))
is the number of training sequences.

MCE training is aiming for minimizing this error function by maximizing the objec-
tive function FM°E(©; X', L£). The objective function is discontinuous because it includes
Heaviside-step function H and max function. Hence, in order to perform optimization by
using gradient-based optimization methods, a smoothed objective function jEMCE(G; X, L)
is introduced by using a smoothed Heaviside-step function H and a softmax function, as

follows:

FYE©; X,L) =Y H (log P(X',1'|©) — softmax; 1 log (P(X",1]0)))  (2.33)
where softmax;_: { P(X?,1|©)} is often defined as follows:

softmax;_: {log P(X7,1]©)} & —1 g ) (P(X',1©))" (2.34)
14l

where 7 is a hyper-parameter that controls the approximate accuracy of the softmax function.
Several functions are used as smoothed Heaviside-step functions H. For example, linear
function, sigmoid function, or piecewise linear function are used. A smoothed Heaviside-
step function is termed as “loss function.”

Maximum mutual information estimation (MMIE) is performed by maximizing mutual
information between the feature vector sequence variable X and the label sequence variable

l [Bahl et al.. T986]. Mutual information to be maximized is defined as follows:

I1x:1) € H P -H[P(X,0)]
——

constant

2.35
=constant — (—log P(I| X, ©)) p; x o) e

expectation

Here, by approximating the expectation operator by the empirical average computed from
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the training dataset, mutual information is approximated as follows:

1 o
I[X ;1] ~constant + N(D) Zlog P(I') X"
—— !

P, X")

P(X7)

P, X7) (2.36)
2 P, X7)

PX'|i) P’
2 P(XHDP()

(. J/

FM(©;X,L)

=constant + constant X Z log

=constant + constant X Z log

=constant + constant X Z log
i

Although MMIE is not explicitly aiming for reduction of classification errors, MMIE is
also considered as a discriminative training method since error hypotheses I # [° are also
considered in the objective function.

Minimum phone error (MPE) is performed by maximizing the expectation of a phone
aiming for minimization of sequence errors, MPE training is aiming for minimization of
phone errors.

MPE training estimates the parameters so that the expectation of phone accuracy function
A(L,1*) over the sequence posterior pdf P(I|X,©) is maximized. The expectation to be

maximized is expanded as follows:

Z(A(l,l" PUIX0) ZZPI\XZ A1)
0) ‘
P At

- P(l, X"©) ; (2.37)
ZZ Zl, Xz l/|@)A(l’l )

2 (I, X'|©)A(l, 1Y)
_Z l P(X%,10)

FE(OX L)

By using this expanded objective function F MPE(@ X £) and an appropriate approxima—

the objective function can be maximized by using the extended Baum—Welch algorlthm
[Woodland, 2002].
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2.3 Hidden Markov models/ multi-layer perceptron

tandem approach

Another approach to improve classification performance of HMMs is HMM/MLP-tandem
approach [Hermansky et al., 2000]. Because the discriminative training methods are based
on standard CD-HMMs, nonlinearities of classification are limited by a choice of emission
pdf family.

In tandem-approach, nonlinearities in feature vectors are resolved by using MLP-based
monophone classifiers, and then classification result sequences are decoded by using stan-
dard CD-HMMs. Because MLPs can efficiently represent nonlinear classification bound-
aries when compared with GMM-based emission pdfs, the use of MLPs is effective. Figure
@ shows a block diagram of HMM/MLP-tandem systems. Recently, HMM/MLP-tandem
approaches are used in order to cope with high-dimensional features [Morgan et al., 2003,
Chen et al.. 2003].

By introducing the frame-level label sequence ! (n = [1..N(X?)]), the optimal trans-

i

[ Feature extraction ]

O RAW FEATURES

Tandem feature transform

[ Framewise MLP classifier ]

O FRAME-LEVEL SCORE

[ Feature remapping ]

~~

TANDEM FEATURES

Figure 2.6 The block diagram of HMM/MLP-tandem based frontend
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formed features ﬁ:; are defined as follows:

i def ;

&' = vec{n(l’, )|V} (2.38)
where l; is a element in the set of monophones, vec is the vectorizing function which con-
struct a vector from the given predicate, 1 is the Kronecker delta function denoted as follows:

1 T =1y,
1(x,y) = 2.39
(z,y) { 0 otherwise. ( )

In general, frame-level labels I¢ are obtained by an HMM force alignment method.
In order to realize the above transformation for an input raw feature vector «, a transform

function 7" parametrized by = is used as follows:
2" T (2 2) (2.40)

where = is estimated so that the squared error over the training dataset is minimized, as

follows:
N(XY)

S=argmin ) Y |[T(z};E) — &, (2.41)
= A n=1

Here, a multi-layer perceptron (MLP) is introduced as a transform function in Eqgs. (Z40)
and (Z47]). The transform function defined by an MLP is expressed as follows:

T(x;E) =ay(x; 2)
ap(x; 2) =x (2.42)
a,(z; E) =¢,(Cuay—1(z) + by)

where = = {C,, b,|u = [1..U]}, U is the number of layers in MLP as a hyper parameter,
and ¢, is the nonlinear vector warping function at u'" layer. The optimization is efficiently
solved by using the back-propagation algorithm [Rumelhart and McClelland, 1986].

In general, element-wise sigmoid function ¢ is used as ¢, for all u, denoted as follows:

Culx) Es(x) Vu,

s(x) =[s(z1),s(x2), ], (2.43)
O p—

o\&d _1—|—exp(—xd)7

where d is an index of dimensionality.

Because the optimal transformed feature vector :i:; is a binary vector, the distribution of
2"'P | which is trained to approximate :i:il, is also skew. Therefore, GMMs used in conven-
tional CD-HMM s are not suitable as models of ", In order to adapt the features =" to the
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GMMs, feature remapping operations are used. Conventionally, elementwise logarithm func-
tions followed by Karhunen-Loeve transformation (KLT) is used to adapt the MLP-output

TANDEM

vectors into GMMs. Hence tandem features @ are typically obtained as follows:

TR — KMP L (Jog (ZM1F)) (2.44)

where log denotes a multivariate function that applies logarithm for each element, and K™
is a KLT projection matrix, which is obtained as follows:

KMLP def Kl GMIPY  pe V(K QMLPY e anT :
arg}r{nax ZZ( og {z""} z)(Klog {z;""} x)

e (2.45)
et 2 2, log (@)
Y N(XEH
where K is restricted to be a orthonormal matrix.

TANDEM
n

Finally, the tandem feature vectors « are obtained from input vectors & and the train-
ing dataset X', L. Although the tandem methods include MLP-classifiers in their formulation,
the tandem-approach is also considered as a feature extraction process that can effectively

deal with high-dimensional features.



Chapter 3

High-dimensional features based

on frequency modulation of speech

In order to construct high-dimensional representations of speech signals, this chapter de-
scribes novel speech features based on frequency modulation of speech signals. The effi-
ciency of the proposed speech features is confirmed by carrying out reverberant speech recog-
nition experiments and noisy speech recognition experiments. The motivation, approach, and
previous studies are discussed in Section Bl. The proposed method is presented in Section
B72. The conventional ensemble classification method of high-dimensional features is intro-
duced and described in Section B3. The experimental setup and experimental results are

presented in Section B-4.

3.1 Introduction

To utilize automatic speech recognition (ASR) systems in realistic environments, their robust-
ness to environmental effects, including the presence of additive noise and/or multiplicative
noise, is important. Although these effects certainly damage acoustical features, the accu-
racy of human speech recognition is not degraded as much as that of ASR [Lippmann, 1997].
This deficit in speech recognition can be prevented by enhancing acoustical features by using
multiple feature streams and temporal information.

In general, it is considered that in human speech recognition, multiple acoustical cues are
extracted and the available cues (feature streams) are selected adaptively to recognize speech
robustly [Allen and L1, 2009, Zeng et al., 2005]. The use of multiple feature streams is con-
sidered to be an efficient technique because most environmental effects damage limited prop-
erties of the signal. For example, locations of zero-crossing points in signals are stable even
if the signal is corrupted by low-energy additive noise, since these locations are determined
by dominant spectral peaks. In machine recognition, dynamic integration of multiple fea-

29
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ture streams is utilized by employing multistream speech recognizers, which estimate speech
recognition results from multiple heterogeneous features [Janin et al.. 199Y]. In order to ex-
ploit the multistream speech recognizers, each stream should compensate for the shortcoming
of the other streams. Therefore, complementarity of features is important [Sharma, T999].

On the other hand, several studies on human speech perception have suggested the
importance of temporal speech features [Green. 1976]. A strong evidence of the use
of features derived by temporal processing is that speech intelligibility can be esti-
mated by measuring amplitude modulation (AM) degradation caused by room acoustics
[Houtgast and Steeneken, 1985]. Furthermore, the frequency modulation (FM), which can
be treated as the residue of AM, is also considered to be an important acoustical property
used in human speech perception [Paliwal and Alsteris, 2003]. [[Yoshida et al., 2002] con-
firmed that the reconstructed signal that preserves the locations of the zero-crossing points
of narrow-band waveforms is perceivable by human speech recognition although the AM
information in the reconstructed signal is heavily corrupted.

In conventional recognizers, the dynamics of speech are represented by using time-series
derivative of features as augmented features. In addition, as in perceptual studies, the
importance of AM processing is discussed. As in human speech perception, RASTA (relative
spectra) processing of speech proposed by [Hermansky and Morgan, 1994] emphasize
the temporal dynamics of narrow-band envelope around 4 Hz in order to achieve robust
speech recognition. Recently, data-driven temporal filtering techniques are applied to
narrow-band envelopes as extensions of RASTA [Vuuren and Hermansky, 1997]. TRAPS
(temporal patterns) [Hermansky and Sharma, 1998], HATS (hidden activation TRAPS)
[Chen et al.. 20044a], and tonotopic multilayer perceptrons (TMLP) [Chen et al.. 2005]
are introduced as an integration of two state-of-the-art technologies: data-driven AM
filtering and hidden Markov model/multilayer perceptron (HMM/MLP)-tandem approach
[Hermansky et al., 2000]. These techniques can extract efficient modulation from narrow-
band envelopes of speech signals and are applied to large-vocabulary continuous speech
recognition (LVCSR) tasks [Morgan et al., 2005].  Although hidden Markov models
(HMMs) are capable of representing temporal changes in acoustical features by transition
of the hidden states, this capability is rather poor. This is because the representation of
continuous movements of acoustical properties is not accurate since the states in HMMs
have discrete values. Furthermore, HMMs cannot represent the long-span dependency
because state transitions are assumed to be first-order Markov chains. Therefore, the use of
dynamic features that represent continuous long-range movements of acoustical properties is
necessary.

Features based on the FM in speech signals have been investigated as complementarity fea-
tures of AM. Complementarity is an important factor for construction of multistream speech

recognizers. Several methods are used to extract phonetic information from the FM in speech
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signals. For example, [Wang et al., 2003] employed the segmental average instantaneous fre-
quencies of signals. [Chen et al.. 2004b] proposed a method based on spectral centroids,
which depends on FM of signals. [Dimitriadis et al., 2003] employed the average of instan-
taneous frequencies weighted by amplitudes. However, these methods are not competitive in
performance when FM features are used separately, because these features are proposed as
alternatives in combination with amplitude-based features.

However, the results of the perceptual experiments [[Yoshida et al., 2002] encouraged the
author to consider that FM in speech signals certainly contains phonetic information. In these
experiments, it is confirmed that the reconstructed signal that preserves the zero-crossing
points of narrowband waveforms are perceivable through human speech recognition. In this
thesis, it is considered that FM features can be used as independent features as well as com-
plemental features, if appropriate temporal analyses are carried out. In order to confirm this
hypothesis, the data-driven modulation filtering technique are applied to instantaneous fre-
quency trajectories, and then the speech recognition performance is verified when the FM

features are used individually and in combination.

3.2 C(lassification of frequency modulation patterns

In this section, the proposed FM feature extraction system, which can be regarded as a fre-
quency modulation variant of HATS [Chen et al.. 20044], is described. Figure B shows the
block diagram of the proposed system. As shown in the figure, input signals are separated
into narrow-band signals by using a filterbank. Then, the pseudo instantaneous frequencies
(PIFs) are extracted for each channel in the filterbank. Temporal filters are applied to empha-
size essential modulation in the input trajectory of instantaneous frequency. Each component
shown in the diagram is described in the following subsections.

3.2.1 Filterbank

In this study, an equal-bark-filterbank defined in [Hermansky, 1990] is used to simulate the
frequency responses of the basal membrane of the lining of the inner ear.
The frequency response of k" frequency bin of d*" channel (w7 ) is defined by the band-
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pass filter with exponential slope ¥(z) in the Bark frequency scale QB4 () as follows:

2
wng —\IJ (QBARK (EWRATE) o d) ,
2
()BARK —6] w \/( w ) 1
(w) =Glog (12007r TV o0r) T

a <13, (3.1)
102-5(2+0.5) —-1.3 <z < -0.5,

U(z)={ 1 —0.5 < 2 < 0.5,
10-1:0G=05) 5 < < 2.9,
0 2.5 < z,

\

where K is the number of frequency bins, which determines the number of samples used in

RATE ;

the following frequency sampling method, w is the sampling rate of the raw input signal

r in angular frequency (rad/s). Figure B2 shows the frequency responses of the filterbank
wgy, as functions of frequency.

The filters in the filterbank are implemented as finite-impulse-response (FIR) filters be-
cause it is important to maintain the time-series waveform of signals and linear phase char-

acteristics of filters in this study. Here, impulse responses hEEF of the FIR filters is obtained

| ¢ Speech signal

Filterbank
PIF extaction . ¢ PIF extaction
Temportl filters Temportl filters
EEEEEER TR N NEY!
HMM/MLP tandem acoustic modeling *

v

Results

Figure 3.1 Block diagram of proposed FM processing system. The components that
require training session are depicted with a thick border
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by applying frequency sampling method to wEEF as follows:
def — T
R = Re[F~' (W™F) ], (3.2)

where F~! is the matrix representation of the inverse Fourier transform.
. def . def
Then, a narrow band signal ry = {rd,l,rdg, S Ty -} of the speech signal r =

{r1,ra,+ -+ ,r¢, - -+ } is obtained by using convolution, as follows:

ot N(h3)
rag = ) hig v (3.3)

T7=1

It should be noted that r; is sampled at the same sample rate with original speech signal 7,

and is also intractable in statistical models.

3.2.2 Pseudo instantaneous frequency extraction

Several methods have been proposed for AM-FM decomposition, such as the Teager en-
ergy operator (TEO) method [Kaiser, 1993] and the method based on the Hilbert transform
[Boashash. 1992, Suzuki et al.. 2006]. Since the primary motivation behind this study is

N |
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Figure 3.2 Frequency response of filterbank wy 'y,
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based on the human perception of the zero-crossing points in signals, a instantaneous fre-
quency (IF) of speech signals are defined by using their zero-crossing points.
The PIF used in this paper is obtained by the following procedure:

1. Measure the time interval 04 ¢ between the preceding and the following zero-crossing
points for the sample at time ¢ in d*® narrowband signal.

2. The d** -channel logarithmic PIF (wwq,¢) at time ¢ is defined by g ¢ def log

s

Oq,¢”
Figure shows the trajectories of PIF and IF obtained by a numerical method

[Suzuki et al., 2006]. As shown in the figure, the PIF is correlated to the IF derived by

Hilbert transform method. However, PIF has some practical advantages compared to the IF
obtained Hilbert transform method;

e PIF can be defined in silent segments of signal,
e PIF value is ensured to be positive.

PIFs can be considered as variants of zero crossing with peak amplitude (ZCPA) features
[Kim et al., 1999, Gajic and Paliwal, 2003], in which amplitude weighting is omitted. While
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Figure 3.3 Instantaneous frequency obtained by the numerical approach (NIF)
[Suzuki et al., 2006] and the PIF of a single sinusoid with FM (top) and a narrow-band
speech signal (bottom)
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amplitude weighting can improve performance, it can also make features dependent on AM
information. This dependency leads to losses in complementarity properties.

The average of the PIF signal is computed for each 25 ms window (10 ms shift) in order
to achieve equivalence between the frame rate of proposed and conventional features. Figure
B4 shows an example of the trajectory of logarithmic envelope and logarithmic PIF. The
behaviors of the trajectories of PIF appear disordered and chaotic as compared to envelopes.
In order to efficiently handle such complicated trajectories, MLP-based temporal filters and
MLP-based acoustic modeling are employed in the system.
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Figure 3.4 Narrow-Band logarithmic envelope (top) and logarithmic PIF (bottom) of
speech. (The mean and variance are normalized to 0.5 and 0.25, respectively, for visu-

alization)



36

Chapter 3 High-dimensional features based on frequency modulation of speech

3.2.3 Temporal filters

In this section, temporal filtering is applied to Log-PIF sequences oy = {@q, 1, , @Wdn, - }
in order to emphasize modulation components, which contribute to improve discriminativity
of phoneme categories in the Log-PIF. The emphasis technique used in this chapter is based
on multilayer-perceptron, which is conventionally used to extract the significant amplitude
modulation (AM) from envelopes [Chen et al., 2004a]. In this chapter, this technique is
applied to the trajectory of Log-PIF to extract frequency modulation.

First, in order to reduce the sampling rate, the low-pass filtering and resampling to Log-PIF
sequence are applied. Then, fixed-length subsequence are defined as a features as follows:

def [ ~ ~ ~
ol S [d(n—(D-1)/2)s " Ddns "+ W (nt(D-1)/2)] (3.4)

IFS
d,n’

typically set at 51, and <74, is n'" frame of resampled Log-PIF sequence obtained from d*!

where an odd number D is the number of dimensionality of subsequence x which is
channel.

Then, similar to the tandem-approach described in Section 23, an MLP-based classifier
for each subsequence that attempts to classify subsequence to a frame-level phoneme label
is introduced. Here, a 2-layer perceptron and sigmoid-type nonlinear warping functions are

used as follows:

Convolution

_ ——
T(x;2q) =¢ | Ca2|s| Caix +bi: +ba2 |, (3.5)

.

~—
Nonlinear compression

where 5; {Cyq1 € RPM Cyy € RMXIFI by € RM by € RIPIY is the parameter
of the MLPs corresponding to d'" channel, |P| is the number of elements in a set of mono-
phones, M is a hyper-parameter to determine the number of feature components extracted
from instantaneous frequency trajectory. Reconsidering that x is taken from subsequences of
w74, the linear transformation of x can be assumed as convolution of zo;. Therefore, each
element in the transformed vector C'y 1@ can be assumed as an output of linear convolution
filters. The sigmoid function can be assumed as nonlinear compression applied to filtered
trajectory Cg 1.

In this formulation, optimal filter coefficients C'y ; can be obtained by standard the Back-
Propagation Algorithm. Similar to tandem-approach, by introducing the teaching signal Eq.
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(Z38), the optimization with respect to phoneme classification can be expressed as follows:

N(X?)
Hg=argminy Y [|T (25 — 2] (3.6)
Ea % n=1

Further, the emphasized features can be defined by using an incomplete MLP-function
T (;24), as follows:

def | & = e =~
[T T o
T(x;2q) =6 (Cq1-x+bg)

The average modulation frequency response of the filters, obtained by the data set used
in Section B4, is shown in Figure B3. Interestingly, similar to the studies on AM features
[Hermansky, 1998], the modulation around 4 Hz is important even in the discrimination of
FM features.

3.3 Combination of AM and FM classifiers

This section describes a combination method of AM and FM classifiers derived from
an inverse-entropy-based combination of the tandem acoustic models, as introduced by
[Okawa et al., 1998, [[kbal et al., 2004].

The AM processing method used in this study is the HATS system proposed by
[Chen et al.. 2004a]. Since the proposed system can be assumed to be an extension of HATS,
most of the fundamental frameworks can be commonly used. Figure B-@ shows a block
diagram of the combination systems.

By applying this technique, the feature vector of the combined system (Amplitude and

103 102 10! 10° 10! 102
Modulation Frequency [Hz]

Figure 3.5 Average of modulation frequency responses Wy for all channels and all mod-

ulation components
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(3.8)

leFMMLP + (1 o Vn)wn 7
are the output vectors

ArMc def
= Upx,,

38
Frequency Modulation Classifiers; AFMC) can be defined as follows:
AMMLP
AMMLP

n
FMMLP and x

where v, is the dynamic weighting coefficient, and
of FM-MLP and AM-MLP obtained by using the MLP function 7, as follows:
( FM, éFMMLP)
(3.9)

def
FMMLP < T

n
AMMLP def AM, S AMMLP
=T (a:n ;= ) .

are obtained by the standard back propagation

Here, the parameter sets, ZF™LP gpd SAMILP
algorithm. *" is the feature vector obtained from the HATS system.
The HATS feature vector = is obtained by emphasizing energy trajectory of narrow-band

r IAS . = )T T
(3.10)

)T7 e 7T(wB’n7‘—‘B

Y

signals as follows:
ayM def T (™S . ENT F(ps. 5
LTy = (wl,n7 ‘—'1> ’ (mQ,n? —2
1AS def o ~ ~
Lyn = [eb,(n—(D—l)/Q)a c o €hny eb,(n—|—(D—1)/2)>]
where €y, ,, is the energy of n*" frame in b*" channel obtained as follows:
TSTOP
2
|“. (3.11)

€b,n = Z 7,4

—T'START
t=TS

Here, TST™RT and TSP are the indices of the first sample and the last sample in the n*" frame.

l | Speech signal

HATS system Proposed system
(AM extraction) (FM extraction)
M YYvYYYY vvvevyy @it
n n
Posterior HMM/MLP-tandem HMM/MLP-tandem Posterior
estimation acoustic modeling acoustic modeling estimation
D AMMLP D FMMLP
Pldlztn] L LD FRLP J L P(aasme)
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(1—vn) < = Un
Combined feature wlT\LFMC

Figure 3.6 Block diagram of combination of proposed system and HATS system. The

variable names in the figure correspond to the variables in Eq. (B12)
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The weight coefficient v, is determined by inverse entropy { H[.]} " of monophone pos-

terior pdfs (P(d|xA™P) and P(d|xF™P)) estimated from the output vectors (F™P and
ML) " as follows:

{HIP(d2t))] |
{HIP(zze)] )

P(d|z,) © (exp (#na) = 1)~ (3.12)
S (exp (Tpr) — 1)
HIPW])] = — " P(d) log P(d].),
d

Vp =

+ {HPaateery}

where P(d|2F™®) and P(d|z*™®) are the estimated posterior probability calculated by the
cancellation of the sigmoid function and application of softmax transfer function to the output
of FM-MLP and AM-MLP, respectively.

Figures B2, B8 and B9 show examples of trajectories of £*™C, xF™P and £*MP  respec-
tively. The utterance used in these examples is ““/sil i ch i sil/” (clean speech). As shown in
Figure B8 and B9, monophone classification can be performed by both of the FM classifier
and the AM classifier even though FM patterns appear disordered and chaotic (cf. Figure

B-4). Furthermore, the accurate recognition can be done by using combination of classifier as
shown in Figure B72.

3.4 Experiments and discussions

In order to evaluate the performance of the proposed system, noisy digit recognition exper-
iments are performed. In this section, the efficiency of FM features used individually is
evaluated at first. Then, the performance of the system with FM features used in combination
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Figure 3.7 Trajectories of 2*™ as functions of frame n
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is evaluated by multistream speech recognition experiments. Furthermore, to investigate the

advantages of the FM analysis, the noisy speech recognition experiments in artificial noisy
environments are performed.

3.4.1 Dataset and model description

The training set and the test set are taken from CENSREC-1 (a.k.a. AURORA-2J)
[Nakamura et al., 2005], which is the Japanese translation of the dataset AURORA-2
[Pearce and Hirsh, 2000]. The training set used for both MLP and HMM comprises 8,440
utterances of clean speech obtained from 110 speakers. In these experiments, the sample rate
of speech signals is fixed to 8,000 Hz. Therefore, the Bark filterbank splits the signals into
14 filtered signals.

In the experiments, 20 frequency modulation components are extracted for each narrow-
band signal. Therefore, the number of features used in acoustic models is the product of the
number of bands (14) and 20 (i.e. M = 20 in Eq. (333)). The number of hidden neurons for
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MLPs in tandem acoustic models is fixed to 200.

The HMM configurations in the experiments are same as those in CENSREC-1 baseline
systems and similar to those in standard AURORA-2 baseline systems; each digit is modeled
by CD-HMM with 16 states, silence is modeled by 5-state CD-HMM, and short-pause is
modeled by 3-state CD-HMM. The number of mixture components is fixed to 20 for digit
HMMs and 36 for silence or short-pause HMMs. Only the variances of features are modeled
by the Gaussian distributions. In other words, all covariance matrices in the models are
assumed to be diagonal.

3.4.2 Noisy speech recognition experiments

In order to clarify the individual performance of FM features, a noisy speech recognition
task is carried out. Four noise environments from CENSREC-1 (restaurant, street, station,
and airport) are selected for the test. The test set comprises 1,001 utterances for each noise
environment and each signal-noise-ratio (SNR) condition.

Following speech recognition systems are compared:

e MFCC
This is the standard MFCC speech recognition system. MFCC features are augmented
by energy (E), A MFCC, AE, AA MFCC, and AA E.

e MFCC (CMS)
Speech recognizer is constructed by incorporating utterance-level cepstral mean sub-
traction (CMS) techniques.

e AIF
The recognizer is based on average instantaneous frequency (AIF) features that are
defined by removing the average log-envelope (ALE) features from the AIF/ALE sys-
tems [Wang et al., 2003] (augmented by its derivations and accelerations; 42 dimen-
sions.)

e HATS (AM)
The recognizer is based on HATS system [Chen et al., 2001, Chen et al., 2004a]. AM
features are extracted by using data-driven temporal filtering method. The number of
features 1s 280. The acoustic model is based on the HMM/MLP tandem approach.

e FM
This is the proposed FM processing systems. The number of features is 280. The
acoustic model is based on the HMM/MLP-tandem approach.

Figure B10 shows the word error rates of the methods being compared, as a function of
SNR.
From the figure, it is confirmed that the performance of the FM speech recognizers is com-
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parable to that of the conventional MFCC speech recognition systems. Although the proposed
method is inferior to the AM systems, it is confirmed that FM does contain phonetic informa-
tion; further, data-driven temporal filtering technique and the HMM/MLP-tandem approach
enabled the use of phonetic information obtained from FM. The substantial improvement in
the performance of FM from that of AIF as compared to the performance improvement from

MFCC to AM indicate that nonlinear processing is intrinsic to FM features.

3.4.3 Multistream speech recognition experiments

In this section, the performance of the combination of AM and FM processing is evaluated
by performing multistream speech recognition experiments. The combination method of AM
and FM features is described in Section B3.

The test set used in this experiment is the same as that used in experiments described in
Section B47). The performance of the combination method is compared with the perfor-
mances of the AM and FM systems, described in the previous section.

Figure BT shows the word error rates of singlestream speech recognition systems (AM
and FM) and their combination (AFMC).

From the figure, it is confirmed that the combination of AM and FM is efficient for achiev-
ing noise robustness. It should be noted that the combination method outperforms MFCC
systems and conventional AM systems, even in clean environments. Therefore, the various
techniques for speech emphasis should lead to performance improvements.
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Figure 3.10 Word error rate of singlestream speech recognizers as a function of SNR
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For comparison, optimal static weights, v, which are independent of time n, are obtained
by minimizing the squared error as follows:

. , , 2
7 :argminz Z (:i:; — (vae;™ + (1 - V)wi{AMMLP)) ; (3.13)

where ﬁ:fz is the teaching signals, as defined in Section 3.

Table BT shows the performance of the static combination method (w,,,) and proposed
dynamic combination method (w,,, (t)). It is confirmed that the dynamic combination is more
effective, especially in noisy environments. In clean environments, it is observed that the
static weights determined by optimization in Eq. (B13) give satisfactory results. However,
in realistic environments, the weights of these analyzers change. Therefore, the dynamic
determination of weights is a critical step in achieving noise robustness.

The results suggest that the advantages of each feature stream are dependent on time. It is
considered that dynamic integration is required because noise properties of realistic noise are
varied, and hence, the advantageous feature streams are varied. In the following section, the

relation between noise property and robustness of each stream are examined and discussed.

3.44 Complementarity evaluation

In order to investigate the difference in robustness of AM and FM analysis systems, various
artificial noises are defined and used to evaluate the systems.
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Figure 3.11 Word error rate of multistream speech recognizers for noisy speech as a function of SNR
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Table. 3.1 Word error rates of the multistream speech recognition systems that use static
stream weighting (Static; 7 in Eq. (B13)) and dynamic stream weighting (Dynamic; vy, in
Eq. (B12))

Static  Dynamic
Clean | 1.62 1.48
10dB | 39.45 3343

Table. 3.2 Word error rates of compared methods in noisy environments (10 dB)

AM FM
wn 545 505
bpf_wn 64.7 97.1
burst_wn 509 37.1
burst_ bpf_wn | 37.1 65.3

The properties of noise considered in this section are listed below.

e Stationary noise or burst noise
o Narrow-Band noise or wide-band noise (white noise)

The following different noise patterns are created by combining these properties;

e White noise (wn)
Full-range white noise.

e Band-pass filtered white noise (bpf_wn)
This noise is obtained by applying band-pass filter to the noise “wn.” The central
frequency of a band-pass filter is obtained from uniform random values ranging from
1,000 Hz to 3,000 Hz, and the bandwidth is obtained from uniform random values
ranging from 100 Hz to 2000 Hz.

e Burst noise (burst_wn)
White noise of with a duration 250 ms and silence with a duration of 250 ms are
connected alternately.

e Band-pass filtered burst noise (burst_bpf_wn)
This is obtained by applying band-pass filter (the parameters for filters are same as in

“bpf_wn”) to the noise “burst_wn.”

The spectrograms of these noises are depicted in Fig. B-T2. Those four noises are added at
10 dB SNR to clean speech data in the test set of CENSREC-1.
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Table B2 lists the word accuracies of the AM and FM methods in the tested environments.
From the results, it is observed that the FM analysis has certain disadvantages in the case of
narrow-band noises. However, it is advantageous for full-range noises. In contrast, the AM
analysis is often observed to be degraded under full-range burst noise.

The error rates of each classifier differ significantly, depending on the noise characteristics.
Therefore, it is confirmed that the two classifiers share a complementary relation. Because
burst noise degrades the modulation information of in envelope, the performance of AM rec-
ognizers in the “burst_-wn” environment was not sufficiently high. FM speech recognizers
work robustly, even when AM features are degraded. It is considered that these complemen-
tarity characteristics of FM features make it possible to achieve robustness in realistic noise

environment.

3.4.5 Reverberant speech recognition experiments

In this section, the performance of the proposed system is evaluated by conducting reverber-
ant digit recognition experiments.

As similar to the previous experiments, the training set used for both the MLP and HMM
was taken from CENSREC-1. Every test set that was used for both the clean environment
test and reverberant environment tests comprised 2002 utterances from 104 speakers. The
sampling rate for all the input signals was fixed at 8000 Hz; hence, the number of filter bank
channels was 14.

Four impulse responses for producing reverberant speech is prepared in order to simulate
the reverb at the following locations:

Wideband (Whitenoise) Narrowband

1IsIng

busrt_wn burst_bpf_wn

Frequency

Frequency
K1euonels

Time

Figure 3.12 Spectrograms of selected noise patterns
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Room (small reverberant room)

Meeting room
e Silo

Theater
Cathedral

Figure shows the time characteristics of the reverb calculated by using the expression

where h*EV is the impulse response of the reverb.

R(n) = 10log,, { (3.14)

The reverberation test set was generated by convoluting the impulse responses to signals
in clean environments. Figure B3.T4 shows the spectrograms for clean speech and reproduced
reverberant speech using the impulse response of the silo.

The baseline is the MFCC and energy feature extraction system that is augmented by the
derivation and acceleration of the MFCC and energy. (MFCC_E_D_A; 39 dims.)

All the HMMs and MLPs are trained to be independent of the gender and speaker.

Table shows the word error rates of the compared methods in the test set.

— room
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= theater
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Figure 3.13 Time characteristics of reverb



3.5 Conclusion

Table. 3.3 Word error rates of compared methods as percentages

MFCC AIF AM FM AFMC
Clean 21 103 25 9.1 1.6
Room 21.1 629 134 2738 7.9
Meeting room 65.7 723 582 555 48.0
Silo 73.8 865 742 73.6 68.6
Theater 769 859 68.8 78.6 65.0
Cathedral 842 98.8 832 863 82.1
Avg. reverb 643 813 59.6 643 54.3

3.5 Conclusion

In this chapter, the speech recognition system based on data-driven temporal filtering tech-
niques is presented. By performing the speech recognition experiments, it is confirmed that
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Figure 3.14 Spectrograms for clean speech (top) and reverberant speech in silo (bottom)



48

Chapter 3 High-dimensional features based on frequency modulation of speech

frequency modulation (FM) in speech signals contains phonetic information. In the proposed
systems, only the density of zero-crossing points in the signal is analyzed. Therefore, the fea-
tures used in the proposed system do not contain information on amplitude. The evaluation
results show that FM in speech signals also contains phonetic information and that the FM
features can be treated as independent features as well as complemental features.

Furthermore, the efficiency of the combination of AM and FM systems are verified. It
is confirmed that the combination system outperformed all the conventional singlestream
recognizers. The combination system reduced word error by 43.6% at 10 dB SNR.

To evaluate the complementarity of AM and FM features, their performance under artificial
noisy environments are evaluated. The results show that the characteristics of FM features
and AM features are completely different. FM features are considerably robust to wide-band
noise, where AM features are not.

Furthermore, reverberant speech recognition experiments are carried out in order to verify
advantage of the proposed system. It is confirmed by the experiments that the FM analysis
and AM/FM combination system are advantageous for reverberant speech recognition.

Through series of experiments, it is demonstrated that the proposed FM features can
achieve sufficiently high performance when used in singlestream speech recognizers and can
outperform conventional recognizers when used in combination with AM features.

Finally, it is confirmed in this chapter that further improvement in performance of ASR
systems can be achieved by employing high-dimensional signal representations. Although,
in this chapter, the analysis method based on FM is presented, combining other analysis
methods would also be effective.



Chapter 4

Regularized discriminative models

based on continuous-density
hidden Markov models

In the previous chapter, the MLP-ensemble classifier is introduced in order to prevent the
curse of dimensionality. In this chapter, as another method to construct efficient classifiers,
an HMM-based classification derived by the minimum relative entropy discrimination frame-
work is proposed. Since this chapter only focuses on an acoustic model estimation method,
experiments are carried out by using conventional MFCC features (MFCC_E_D_A described
in Section 2ZZT1).

4.1 Introduction

Recently, discriminative training methods for probabilistic models have achieved higher per-
formance than conventional maximum likelihood training methods, even in large vocabulary
continuous speech recognition tasks [Woodland, 2002, McDermott and Katagiri, 2005]. In
the discriminative training methods, probabilistic model parameters are estimated by opti-
mizing a discriminative criterion function. Several methods for discriminative training have
been identified along with choices of performance functions as described in Section 224,
Although discriminative training methods significantly outperform conventional maximum
likelihood training methods, the training processes still include the risk of overfitting due to
a shortage of available training data.

On the other hand, in discriminative non-probabilistic models, several regularization
techniques are employed in order to avoid overfitting. The support vector machine (SVM)
is one of the most successful discriminative models that utilize regularization techniques

49
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[Boser et al., 1992, [Vapnik, 1999]. The regularization techniques introduce additional terms
that represent how desirable the model parameters are, for the performance function in order
to prevent overfitting. In SVMs, large-margin linear classifiers are obtained by introducing
regularization terms that minimize the L2-norm of weight vectors used in linear classifiers.
Further, it is well known that SVM can prevent the curse of dimensionality.

Regularization techniques are also imported into discriminative training methods for prob-
abilistic models. I-smoothing technique can be interpreted as a regularization technique that
controls the estimated model parameters so that higher likelihood as well as discriminative
performance is ensured [Povey and Woodland, 2002]. Large-margin hidden Markov Models
(LM-HMMs) introduced by Sha et al. [Sha and Saul. 2007)] include additional regularization
terms that lead to a decrease in the L2-norm of natural parameters of each Gaussian pdf in
HMMs.

In order to provide probabilistic interpretations of existing regularized discriminative
training methods, the minimum relative entropy discrimination (MRED) framework pro-
posed by Jebara et al. [Jebara, 2001, Jaakkola et al., 2000] ¥ is applied to discriminative
training of CD-HMMs. Although MRED has already been applied in regression problems
involving one-class HMMs [Jebara, 2001] and feature selection problems for HMMs
[Valente and Wellekens, 2003], the application in the sequential pattern recognition prob-
lems, i.e., classification problems that handle sequences of continuous vectors as inputs and
sequences of labels as outputs, are not discussed.

In this study, MRED is applied to continuous density HMMs (CD-HMMs). Because the
MRED framework is a Bayesian framework, the author intends to provide novel discrimi-
native perspectives for various problems in speech recognition, including model selection,
adaptation, and feature extraction, by applying MRED to CD-HMMs. In this thesis, as a first
step, an MRED-based discriminative training method is discussed.

The rest of this chapter is organized as follows. In Section B2, the MRED framework
is described. In Section B3, an approximation method for MRED is proposed in order to
apply MRED to CD-HMMs. An example of optimization method is presented in Section E-4.
Experimental setup is presented in Section &5, and the results are discussed in Section 8.

4.2 Minimum relative entropy discrimination (MRED)

In this section, at first, a general formulation of regularized discrimination is introduced by
considering constrained convex optimization. Then, MRED is described as a natural exten-

*1 Conventionally, this framework is also known as “maximum entropy discrimination.” However, the author
uses a more specific notation, i.e., “minimum relative entropy discrimination,” because the maximum entropy
property can only be acquired when specific prior pdfs are used. The author of [Jebara. 2001] also uses this
specific notation in several papers.
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sion of the general formulation.

This section begins with a definition of a parametric discriminant function D(X?; ©),
which indicate the discriminative performance of given parameter © with respect to an in-
put example X °. By introducing a performance threshold £° (a.k.a. functional margin) with
respect to i input example, the focus of the problem is to estimate © so that D(X?; ©) > &°.

Using the discriminant function D(X; ©), all regularized discrimination problems can be

written under a convex optimization framework in the following manner:

mlrgmlze R(©) + Z L(&Y),
4.1)
subject to D(X"0) — £ >0, Vi.

Here, R(O) is a regularization function, and L(¢?) is a loss function that returns a positive
value when the performance threshold £* is lower than a desirable performance. The regular-
ization function R(©) is designed to represent the illness of the parameter O.

In this formulation, when X° is misclassified, D(X?%; ©) is less than 0, and £° is set at
¢* = D(X*; ©) in order to satisfy the constraint by slacking the constraint by £°. Therefore,
€' is termed “slack variable.” Because the discriminant function D(X?%; ©) is completely
ignored if £ is determined freely, £° is controlled by monotonically increasing loss function
L(&").

Although, the composition of the loss function and the discriminant function L(D(X"; ©))
is treated as a cost function to be minimized in conventional discriminative training methods,
the discriminant function and the loss function are treated separately in the convex optimiza-
tion scheme. Further, in order to maintain the convexity, L, D, and R must be chosen from
convex functions.

Recently, Jebara introduced MRED as a probabilistic interpretation of the previous for-
mulation in order to properly model the variations in the estimation results, similar to that
achieved in Bayesian inference methods [Jebara, 200T]. In MRED, by considering all vari-
ables as random variables, the effect of regularization and loss can be interpreted by using
prior probability distribution function (pdf) of model parameters and slack variables. Further,
the regularization function R(©) and the loss function L(¢%) in Eq. (B1) are represented by
the Kullback-Leibler divergence (KL divergence or relative entropy) between the prior pdf
P°(0, ¢) and a posterior pdf P(O, £), as follows:

. 0
minimize KL[P(8, O)[|P7(8, 8],

. : 4.2)
subject to (D(X";0) — §’>P(® e Vi,
where (f(2)) p(,,) denotes the expectation of f(x) with respect to P(z), i.e. (f(2))p(,) def

[, P(x) f(z)da; KL{f(2)||g(x)], the KL divergence of g(x) from f(z), i.e. KL[f(z)||g(x)] <

(log f(x) — log g(z )>f(w)‘
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A comparison with the preceding formulation (Eq. (B1l)) shows that posterior pdfs of
model parameters P(©) and slack variables P () are optimized so that the expectations of
discriminant functions are larger than the expectations of the corresponding slack variable.

Figure BT shows a geometric interpretation of the MRED optimization. As shown in Fig-
ure E71l, all possible pdfs can be embedded into a simplex in a Hilbert space where inner
products (f, g) are defined as [ f(z)g(x)dz. Since the discriminative constraints are formu-
lated by using expectation, these constraints can be regarded as linear constraints, regardless
of a choice of a discriminant function, in the Hilbert space. Further, due to the convexity
of the KL divergence, the optimization can be assumed as a convex optimization over the
Hilbert space. One advantage of the convex optimization scheme is that the MRED solu-
tion can also be obtained by solving a Wolfe dual problem. The Wolfe dual problem of the
primary problem (Eq. B2) is expressed as follows:

maximize J(a), subjectto o' >0 Vi, 4.3)

Figure 4.1 Geometric interpretation of the MRED optimization in a Hilbert space
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where

J(a) =—log Z(a),

;of (D(X%;0) —gi)]>

Z(a) = <exp 9

Po(8,8)

Further, the optimal posterior pdf can be expressed by using the Lagrange multipliers « et
{at|Vi} as follows:

L o i i i
Detailed derivations of the posterior pdf and the dual-objective function are described in
Appendix [Al.
The optimal Lagrange multipliers & can be obtained as a solution of the optimization prob-
lem (Eq. (1)), and then The optimal P(O, £|&, Q) is obtained by substituting o with the

optimal Lagrange multipliers.

4.3 MRED for speech recognition

In order to apply MRED to speech recognition problems, discussions on the discriminant
function D are presented at first. Then, the closed-form expression of the performance func-
tion J(«) in Eq. (B11) is obtained by finding integrals with conjugate prior pdfs.

4.3.1 Discriminant function

Although there are many choices for the discriminant functions (e.g., MMI [Bahl et al., T986],
MCE [McDermott and Katagiri, 1997, or MPE [Povey and Woodland, 2002]), the following
MCE-type discriminant function is chosen:

, P(X,1'0)
DX 0) =1 e 4.6
( ) 8 maxl#i P(XZ, l|®) ( )
where
P(‘X17l|®) :P<l) Z ZHPQn—lyq”an:mnN<wil|I"LG(qn,mn)’RG(QTern))
ges(l) m n
. “4.7)
=P(l) > > P(g.m, X'|l,0).
ges(l) m
Here, ¢ = {q1,q2,- -} is a state sequence, m = {mj,ma, -} is a mixture component

sequence, and G(s, m) is the numbering function that indicate the index of the Gaussian as-
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sociated with m '™ mixture component in s** HMM state. The independency between param-
eters © and the label sequence [ is assumed since the objective of this chapter is to estimate
acoustic model parameters.

Here, the softmax function defined in Eq. (Z34) is introduced with 7 = 1 in order to make
tractable max function in the previous discriminant function. The approximated discriminant
function is as follows:

D(X';0) =log P(X',1'|©) —log Y  P(X",1|0)
1AL
=log Y Y P(g,;m,X"I'|6)—log> > > P(qg,m,X"1[0).
ges(ly) m 1#£li geS(l) m
(4.8)

Since the summation over all possible erroneous label sequences I # I° is intractable in
many cases, the lattice-based representations of error hypothesis are introduced. Examples of
lattices are illustrated in Figure BE2. Since lattices restrict possible word sequences, lattices
can also be used to restrict possible state sequences ©2.

By introducing the lattice-based representations of the correct label sequence A* and incor-

a) incorrect label sequences n
lal
=[22:25
n = [22:25] n = [25:35]
O >K. = =
lal
n = [14:22] ki
n = [22:30] /a/
n = [30:36]

/sil/

n=[0:14] Py

n = [14:24]

fa/
n =[24:36]

b) correct label sequence

o > > > 20 .

/sil/ fal K/ lel g/

Figure 4.2 Examples of lattice-based representations of (a) incorrect label sequences, and
(b) correct label sequence

*2 In these examples, time alignment information is specified in the lattice (a). In such cases, possible state
sequences are more restricted.



4.3 MRED for speech recognition

55

rect label sequences Al the approximated discriminant function can be expressed as follows:

log Y > P(gm,X"I'©)-logd Y > P(gm,X"1|6)

qes(li) m 1£li geS(l) m
~log Y Y P(g.m, X' L(q)|©)~log Y > P(qgm,X'1L(q)O)
. geS(AY) m ) geS(Ai) m (49)
£(Xi,Ai;@) L(Xi‘,;ii;@)

LD(x', A A 0)
where S(A) is another parametrization of the S(I) that returns a set of possible state se-
quences with respect to the given lattice A, and [L(q) is a label sequence corresponding to the
given state sequence q.

Conventionally, lattices are obtained as interim results of decoders. However, since the
lattices obtained from decoders represent hypothesis label sequences, these lattices often in-
clude the correct label sequence. Therefore, the lattice-based representation of incorrect label
sequences A is obtained by removing the correct label sequence from these lattices. The re-
moving operation can be performed by using difference operation for finite-state transducers
[Allauzen et al., 2007].

By exploiting the Jensen’s inequality, the lattice-based log-likelihood function £ can be

expressed as follows:

L(X',A4;0)=log > Y P(g,;m, X" 1(q)O)

gesS(A) m
P(q,m, X" 1L(q)|©)
=log > Y Qg,m)
aosin m Q(g,m)
g 30 Y Qg mlog DT T ) (4.10)
qeS(A) m ’
= max > Y Qg m)log P(q,m, X", 1L(q)|®) — H[Q(q, m)]
geS(A) m

dﬁfmaxE(X A;0,Q)

where H|.] is the entropy functional, defined as follows:

H[Q(g;m)] = =) > Q(g,m)logQ(g, m). (4.11)

By substituting this representation of log-likelihood (Eq. (B10)) and the lattice-based dis-
criminant function (Eq. (B39)) into the primary problem (Eq. (B2)), the following expression
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of the primary problem is obtained.

minimize KL[P(O, £)||PY(O, £)],
inimize KL[P(6.6)||P(6.¢)
subject to <max£~(Xi, A% 0,Q) - mgmxﬁ(Xi, A0, Q) — §i> >0 Vi
“ Q P(©.8)
(4.12)
In order to make integration tractable, the expectation of maxima is approximated by the
maximum of the expectation, as follows:

minimize KL[P(©, £)||P°(0, ¢)],
ininiize KLIP(©,)|[P*(.6)

subject to mgx <£~(XZ, A% 0, Q)> — max <£~(Xi, Al 0, Q)>

o (&) poe

PO£)
>0, Vi
(4.13)

Here, by introducing the infinite set Q° def {Q%,Q%,---,Q,---} of all possible Q with

respect to it training datum, the above primary problem can be expressed as follows:

m}i)r%i@nzi)ze KL[P(0,¢)||P°(©,¢)],

’

subject to max (£(X',410,Q))  —(£(X',4%6, Q2)>P(@’§) (&) po) 20
V1, Vo.

(4.14)

The optimal point of this primary problem is defined by introducing a set of Lagrange
. e def P\ -
multiplier « = {a’|Vi, Yo}, as follows:
P(©,¢a, Q) xcP%(©,8) exp {ZZai (&XtAi; 0,Q") — L(X', A0,Q)) - fi) } ,

~

Q)" =argmax <£~(X’, A0, Q)>

Q P©.£)
(4.15)
Further, the dual-objective function of the above primary function is as follows:
maximize J(c, Q) = —log Z(«, Q),
“ . (4.16)
subject to o) >0 Vi Vo,
where
2(0.0) = (o { 3ot (B0t 50,0 - 2 0,00 - €) |
7 o PO(®7§)

(4.17)
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Here, Q is defined as Q = {Q',Q2,---,Q",---}. The infinite constraints appeared in the
dual optimization formulation can be handled by employing a cutting plane method (de-
scribed in Section Z4). Finally, the tractable dual-objective function is obtained. The next
section derives a closed-form expression of the objective function by introducing conjugate
prior pdfs.

4.3.2 Prior pdfs and a closed-form expression of the objective function

Here, in order to derive a closed-form expression, the independence of each parameter is

assumed as follows:
P°(0,6) C T PO(¢") x [] POy Ry) x [T POps) x [[ PO(P.),  (418)
7 g s s

where P denotes the s*" row in a transition matrix P. By substituting Eqs. (-10) and (E-I8)
into Eq. (B1717), the following decomposed objective function is obtained.

N

2(e, Q) =[] 2250, @) x [] 2™, Q) x [] 2™(er, @) x [] 7% (a, Q),
g s s i

J(OQQ) - - log Z(a7 A)
3 B0, @)+ T 0, @) + Y 0, Q) + Y S0, @)
’ ) ) Z 4.19)

The following paragraphs find the integral for each term in the above decomposed objective

function.

B Gaussian parameters (J¥5) In order to obtain a closed-form expression of the objec-
tive function, conjugate pdfs are used as prior pdfs of the model parameters. The conjugate
pdfs for the parameters of Gaussian pdfs (with diagonal covariance matrices =) are repre-
sented by the normal-gamma distribution A/ o G(.) as follows:

P(tg,a,mg,a) =N 0 Gltig.a,Tg.al o 47 a:Mas Bo.q): (4.20)

where 1, 4 and r, 4 are the mean and the variance of d** dimension of ¢g*® Gaussian distri-

bution. The normal-gamma distribution is defined as follows:

p1

0\n° o 0
N 0 G, 17,1, 8°) (ﬁ( ;0) ()"~ exp {—ﬁor -0 mz} @

*3 By using the normal-Wishart distribution [Bishop, 2006] as a prior pdf, full covariance Gaussian pdfs are also
tractable in this method.
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By using this conjugate prior pdf, the integration over the model parameters in J=S (o, Q)
in Eq. (BE19) can be solved as follows:

T, Q) = 3 S, Q)

d
Joi®(@,Q) :M log {27}  log { T(1,(, Q)) } (4.22)
+ % log {ﬁg(a, Q)} + 1y(, Q) log {r%d(a, Q)} ,

where the followings are parameters of posteriors, as functions of o and Q, as follows:

A AO (Oé, Q)
779(047 Q) :772 + ! 9 ’
79(047 Q) :72 + Ag(av Q)7
0,0 1 4.23)
Ar Yoo g+ A (
po.a(e; Q) == —%¢

9+ Yg(, Q)
A 1 2 A .
ﬁg,d<a7 Q) = g,d + 5 <7§ (:U’(g),d) + A?),d — Vg (Oé, Q)Mg,d(aa Q)2> )

Here, the followings are difference between statistics obtained from ¢ and QZO, as follows:
DDA CHE SUERS ST
Q) = Z 220 (13a(X'5Q) = x3.a(X'5 Q).
)= X (15alX'5Q) ~ (X' 22).

(4.24)

where ¢ is an index for Gaussian distributions, d is a dimensionality index, and
(X4 Q), x (X4 Q), and x%(X%; Q) are occupancy, Ist-order statistics, and 2nd-
order statistics of the feature vector sequence X’ and the hidden variable distribution @) with
respect to d** dimension of the n*" Gaussian pdf ™, defined as follows:

X0 (X% Q ZZQ q,m) > 1(gn, 9)
Xg d XZ ZZQ q,m Zﬂ-(qn7g)xzz,d7 (4.25)
Xg d XZ ZZQ q,m Z:ﬂ-((}rng) (xfzi,)d)Q

*+ Although this definition of the sufficient statistics functions is different from the definition in Chapter O, both
of the definitions are compatible, and calculated by the forward-backward algorithm.
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AY, Al, and A? are the weighted sums of the differences between the sufficient statistics
obtained from the reference lattice A° and the sufficient statistics obtained from the com-
petitor lattice A'. The differences in the sufficient statistics are also used in conventional
discriminative training methods in which all the difference statistics are accumulated with

the same weight.

B Mixture weights (J"¥) / transition probability (J™) Similar to the case of the Gaus-
sian parameters, the conjugate prior pdfs are introduced as P%(ps) and P°(P,). Since
mixture weight vectors and rows in transition probability matrices can be assumed as dis-
crete pdfs, the Dirichlet distribution is suitable as a conjugate prior pdf of these parameters.
Therefore, the Dirichlet pdfs are introduced as the prior pdfs for Py = {733 «|Vs'} and

d—ef {ps,m|Vm} as follows:

F 0
P(p,]¢2) = H< )H (o)

m

T3y %8 s/)
(P ’905) H F 908 5/) 1;[ 7Tss S’S .

By substituting (B28) into (B17), the following closed-form expressions are obtained:

(4.26)

(4.27)

Here, ¢ m (v, Q) and ¢, o (v, Q) are parameters of the posterior pdfs, obtained as follows:

bsm (@, Q) =4, + AL (2, Q)
R . (4.28)
Ps,s’ ( Q) :(ps s’ o+ Az?s’(av Q)
where
AMIX (Oé Q) G(s ™m) (Oé, Q)’
AT (0, Q) =1 Dt (X (X'5Q) I (X.29) 429

By using the above expressions, the corresponding terms of the objective function can be
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expressed as follows:

1%0,0) 0 D (0:0)) + YT (60(0,0).
" " (4.30)

N

J®(a, Q) = —logT <Z ©s,s (@, Q)) + Zlogf (gosys/(a, Q)) .

M Slack variables (J544%) In order to utilize a hinged linear penalty function as used in
soft-margin SVMs, an exponential distribution is used as a prior pdf of slack variables, as
follows:

P = gexp{~c (€~ 6)}, (€ <17, (431)
Here, c” is a hyper parameter that adjusts a proportion of penalty. §° is a hyper parameter that
represents a threshold of the hinged linear penalty function. Figure shows the likelihood
function and the log-likelihood function of this prior pdf (§* = 1, ¥ = 2.0).

Similar to the cases of the model parameters, the integration in ZF4%(a, Q) =
exp(—JS% (o, Q)) in Eq. (E19) is analytically solved by using this prior distribution, as
follows:

TS (0, Q) = = 3l (ATFN(Q, 7, 0) — 87) + log ( - az) ,

A B B (4.32)
ASEFT(Q o) =H[Q] — H,|Q!] + Z log P(L(q)) — Z log P(L(q)).

geES(AY) geS(AY)

0.5 T T T T 0
_17
0.4r _2t
0.3} 5:,_&
Y = 4
g/o.z %0—5
S 6
0.1 -7t
_8,

R — épi 1 2 3 R R e— 6, 1 2 3

&

Figure 4.3 Probability density function defined in Eq. (B31) (6° = 1, ¢ = 2.0)
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4.3.3 Parameter update

By substituting the above prior settings into Eq. (E13), the following posterior pdf is ob-
tained.

N

P(@|a> Q) = HN © g(:“/g,d; Tg,d|ug,d(aa Q)» 'Vg,d(aa Q)7 Ny (Oé, Q)a 6g,d<057 Q))
g9

A A (4.33)
x [ Pir(p, ¢, (e, Q) x [ [ Dir(Psle, (e, Q)
where
9 = 9 ... 9 .. T
¢s (a7 CA?) [¢5,1 (Oé, C%)? ) ¢S,m(a7 C?)? ]T7 (434)
()03(057 Q) :[905,1(057 Q)7 o 7%05,5’(057 Q)a e ] .
Here, Dir(.|.) denotes the pdf of the Dirichlet distribution, defined as follows:
. L w ¢a) ba
D = ==24"_° . 4.35
11‘(p|¢) Hd/ T (¢d’) rd[ (pd) ( )

As mentioned above, the posterior pdf P(©) is obtained by substituting o with the optimal
& into Eq. (BE33). It should be noted that this posterior pdf is determined so that the differ-
ences between the log-likelihoods of the correct label sequence and incorrect label sequences
are sufficiently large. Although the Student’s t-distribution is often used as the expectation of
the likelihood function over the posterior pdf in Bayesian approach, Student’s t-distribution
may be inconsistent since the posterior pdf is obtained under the constraints with respect to
log-likelihood function. Therefore, the maximum-a-posteriori parameters are used, in which

the modes of posterior distributions serve as the estimated parameters.

4.3.4 Empirical prior setting

This section focuses on the determination of hyper parameters. In MRED, the empirically
estimated hyper parameters are often used in conjugate priors. Here, in order to guarantee

the performance of estimated models, hyper parameters are defined by using the sufficient
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Algorithm 1 Iterative optimization algorithm of Q and o
1: O«—0
2: loop

optimize Q with the given o’ (0 < O) where o, = 0 (0 > O)
O—0+1

(O8]

4
5. determine Q' _,,

6:  optimize o’ (o < O) with the given @)
7: end loop

statistics obtained by the maximum-likelihood parameters, as follows:
=3 1),
i
0o _ Zz X;,d(Xi7 li; @MLE)

Hg.d = 0 ’
Tg (4.36)

1 oo
Boa =5 2 Xoa(X 15 0"5) —an ()

where O™ is a parameter set obtained by using the maximum likelihood procedure, the
definitions of xJ(X*,1%; ©"F), x| (X', 1'; ©"F), and x? 4(X*,1"; ©O"F), are the same as
those in Eq. (26).

4.4 Optimization

In this section, an optimization method for the objective function is discussed and proposed.
Since the dual-optimization problem defined in Eq. (BI7) involves two different optimiza-
tions, that is, the optimization with respect to o and the optimization with respect to Q, the
optimization must be solved by using an iterative scheme. Further, due to the infinite con-
straints in the primary problem (Eq. (2714))), the number of Lagrange multipliers o’ is infinite.
In order to handle the infinite constraints, a cutting plane method [[I'sochantaridis et al., 2003]
is adapted to this iterative iteration scheme. The Algorithm 0 shows an iterative optimization
algorithm based on a cutting plane method.

IQ-optimization In order to prevent combinatorial explosion of the discrete pdf Q°, suf-
ficient statistics y(X; QF) %' {(X(X5Q"), X, 4(X5QY), X2 4(X"5Q%) Vg, Vd} is used to
represent ()*. Because the (Q-optimization with fixed « is equivalent to the maximum like-
lihood optimization of Q with fixed ©’, the optimal sufficient statistics can be obtained by
using the forward-backward algorithm as in the EM algorithm.
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EDetermination of Qf, A cutting plane method is performed by finding and considering a
constraint that is considered as the most critical constraint [[I'sochantaridis et al.. 2005]. The
most critical constraint can be obtained by using the current hypothesis of the model («, Q),

as follows:

Q! :argminmgx <£~(Xi,Ai;@,Q)> — <£~(Xi,/~1i;@,Q’)>

Q' P(©,£]0,Q) P(©,£]0,Q)

- <€Z>P(@,g\a,g}) (4.37)
=argmax <£~ X' A%0,Q > .

gQ’ ( ) P(0,£|a,Q)

As shown in the above equation, the optimal Qg corresponding to the most critical con-
straints can be obtained by maximizing log-likelihood with respect to the lattice A’ Thus,
the sufficient statistics, which represents QZO, can be obtained by using the forward-backward
algorithm.

M o-optimization The o optimization can be solved by using several optimization methods.
For example, a gradient-based method can be used for this optimization. Because the a-
optimization is a convex optimization when Q is fixed, this optimization is ensured to reach
the global optimum.

The detailed implementation of this optimization is discussed in Appendix B.

4.5 Experimental setup

In the experiments, 3,696 sentences from the TIMIT database [Lamel et al.. 1986 are used
for model training, and 192 sentences are used for evaluation. All the training and test
speeches are parametrized by Mel-frequency cepstral coefficients (MFCC) and its energy
augmented by their derivatives and accelerations (MFCC_E_D_A; 39 dims.) computed at a
10 ms frame shift with 25 ms window size (cf. Section ZZ1_1)).

As described in [Lee and Hon, 198Y], we used 48 phonetic classes for the training and de-
coding, and the phoneme accuracies were calculated by using 39 broader phonetic categories.
A bi-gram (bi-phoneme) grammar model is applied during all decoding processes. Proportion
for grammar models is set at 5.

For comparison, the discriminative training methods are performed by optimizing the
linear-loss MCE criterion, and the MMIE criterion. In general, MCE is not optimized by
the EBW method. However, because large number of similarities in the implementation of
our method and those of EBW method, the MCE system is optimized by the EBW method.
The baseline and initial models for MCE/EBW and MMIE were trained by a maximum like-

lihood Viterbi training procedure.
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Table. 4.1 Phoneme error rates of the compared methods

Method | 1 mix. 2 mix.
MLE | 422 38.8
MCE/EBW (1-best) | 40.4 -
MRED (1-best) | 39.5 -
MMIE (Lattice) | 39.2 36.7
MRED (Lattice) | 38.9 36.0

4.6 Discussions

Table BT shows the phoneme error rates of the compared methods. It is confirmed that MRED
outperforms the conventional MCE/EBW method and the MMIE method. In the table, the
best results obtained by varying the number of iterations are presented. However, it is con-
firmed that continuing iterations declines the performance of the MCE models. Contrastingly,
it is confirmed that the performances of MRED models rarely decay with iterations.

It is considered that regularization techniques by employing empirical priors for model
parameters lead to improvements in phoneme accuracy. Although, in general, the use of
priors increases the number of hyper parameters to be tuned in advance, the use of empirical

priors does not necessitate that kind of tunings.



Chapter 5

Feature augmentation based on

hidden Markov kernel machines

This chapter discusses on regularized discrimination of high-dimensional features obtained
by kernel methods. Recently, HMM/ MLP-tandem approaches are also regarded as a kernel-
like transformation in several articles [Collobert and Bengio, 2004, Malkin et al.. 2Z009]. Al-
though the MLP-based approach is accepted widely in ASR, kernel based methods are not
discussed enough since kernel based methods necessitate modifications in training proce-
dures. In this chapter, the author pointed out that a kernel based method can be obtained
by using the training method described in the previous chapter (Chapter ). Furthermore, a
simple Viterbi-path based approximation method of MRED is presented for computational
efficiency.

5.1 Introduction

Hidden Markov models (HMMs) have been widely used in classification problems of se-
quential data, such as speech recognition, speaker recognition, handwriting recognition, and
gesture recognition because of their extensibility. In such classification problems, nonlinear
classification techniques are essential because feature vectors are not linearly separable in
the natural feature space. To deal with such nonseparable sequences, kernel-based nonlinear
classification techniques have been especially developed based on support vector machines
(SVMs) [Boser et al., 1992, [Vapnik, 1999].

Several approaches can be used for carrying out kernel-based classification of se-
quential data based on SVMs [[I'sochantaridis etal.. 2003, Ganapathiraju et al., 2004,
Joder et al., 2008], such as an approach that involves the use of SVMs with a kernel
function that directly handles sequential data (sequential kernel) [Joder et al., 2008,
Shimodaira et al., 2002, Cuturietal.,2007], and SVM/ HMM hybrid approaches

65



66

Chapter 5 Feature augmentation based on hidden Markov kernel machines

[Huang et al., 2006, Ganapathiraju et al., 2000] that involve the use of SVMs as static
classifiers for the fixed alignment segments determined by HMMs. However, these
approaches cannot explicitly hold the HMM representation, which makes it difficult to
integrate them to large-scale systems straightforwardly. Because of the abovementioned lack
of the conventional SVM-based approaches, HMM-based approaches are still used in some
sequential pattern classification problems, especially in speech recognition. In order to carry
out a nonlinear classification, the current state-of-the-art HMM-based sequential classifiers
introduce several discriminative training methods to HMMs as described in Section 2774,
and use Gaussian mixture models (GMMs) with a large number of mixture components
as emission probability density functions (pdfs) of HMMs. Since GMMs are capable of
representing arbitrary pdfs, increasing the number of mixture components in GMMs could,
in principle, lead to optimal nonlinear classification. However, the risk of local optima and
overfitting also arises with an increase in the number of mixture components. The objective
of this chapter is to prevent these risks by enhancing the emission pdfs of HMMs based on
kernel methods.

In this chapter, a novel kernel machine is proposed for the classification of sequential data.
Since the proposed method is formulated as a natural extension for conventional HMMs,
our method can explicitly model the transition of hidden states behind the observed vectors.
Therefore, the proposed method can be applied to many applications developed with conven-
tional HMMs straightforwardly, especially for speech recognition. In addition, the proposed
method can avoid the overfitting and local optima problems by using kernel-based nonlinear
classification instead of mixture models.

Preliminary experiments that involved a phoneme classification task of speech data is per-
formed to show the effectiveness of our proposed method. It should be noted that kernel-
based methods for classification require, in principle, a computational cost of O(p?) for
training and O(pq) for evaluation, where p and ¢ denote the numbers of frames in the train-
ing dataset and test dataset, respectively. Hence, evaluations on current standard corpora are
prohibitive without any approximation, even if a small-sized corpus (e.g., TIMIT) is used for
training and evaluation. In this chapter, as an initial attempt, the exact performance of the
proposed kernel machines is focused by using a subset of the standard corpus (TIMIT). Since
many approximation techniques aimed at the acceleration of kernel-based methods have been
developed in the machine learning community [Kashima et al., 2009], it is considered that
the proposed method can be scalably applied to large-scale corpora by applying appropri-
ate approximation techniques. Therefore, a phoneme classification problem is chosen in our
evaluations as a normal sequential pattern classification problem.

The remainder of this chapter is organized as follows. Section briefly describes how
kernel methods achieve nonlinear classification without mixture models. Section B3 defines
the models used in the proposed method and a discriminant function that is the foundation for
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the proposed method. Section B4 describes a parameter estimation method and a method for
introducing kernel techniques into the estimation process of the model parameters. In Section
B, the preliminary results of isolated phoneme classification experiments are presented and
discussed.

5.2 Reproducing kernel Hilbert spaces

In this section, a method used to carry out nonlinear classification without using mixture
models is described conceptually. The detailed formulations required for the application of
this method to HMM s are described in Sections B3 and 5-4.

Conventional classifiers based on probabilistic models use pdfs P(x) in the input feature
space * € R as models of feature vectors. Although the classification boundaries con-
structed by Gaussian pdfs are quadratic surfaces in the input feature space R, boundaries
with higher-order nonlinearities are required in most applications. Therefore, to enhance the
representation of emission pdfs, mixtures of Gaussian pdfs are often used to construct accu-
rate boundaries. However, the use of mixtures might introduce the risk of local optima and
overfitting.

The objective of this chapter is to construct classifiers in a higher-dimensional space et
{p(x)|x € X}. It is well known that if an appropriate nonlinear warping function ¢ is
given, the optimal classification boundary can be represented as a linear function in a higher-
dimensional space KC. Therefore, simple pdfs obtained without using mixture models (e.g.,
exponential distributions) can be used as models for warped feature vectors, as shown in
Figure BT

By using an appropriate kernel function K : (X, X') — R, there exists ¢, which satisfies
K(xz,y) = ¢(x)" p(y). Therefore, ¢ is not defined explicitly in general. If all operations in

the higher-dimensional space X can be written by using inner products in /C, the explicit rep-

D .
R™: input feature space K: high-dimensional
feature space

P(¢ (x)1B)

:"‘Q ﬁ
¢ () Dl
P(¢ @)1 A)

Figure 5.1 Basic concept of using probability density functions in reproducing kernel Hilbert space



68

Chapter 5 Feature augmentation based on hidden Markov kernel machines

resentation and computation of ¢ can be omitted by substituting ¢(.)"¢(.) with K(.,.). The
higher-dimensional space K defined by the kernel function K is called the reproducing kernel
Hilbert space (RKHS). SVMs, which are formulated as linear classifiers, achieve nonlinear
classification by considering linear classification in an RKHS.

As an example, the average of warped feature vectors ¢ (x*) in a dataset {qb(a:z) li € [1..N] }
is discussed. The computation of the inner product between the average and an input vector
¢(x) can be expressed by using the kernel function K as follows:

T l = iy | l = i
d@)" | 5D o)) =5 D Kz (5.1)
i=1 =1

Here, because of the summation (Zfil) over K, the loop computation and storage attributed
to all vectors x* in the dataset are essential for kernel methods. This is the main cause of
the computational complexity in kernel-based methods. However, several methods to elim-
inate this loop computation can be identified if an appropriate kernel function K is chosen
[Kashima et al., 2009, Freitas et al.. 2006].

5.3 Hidden Markov models with log-linear emission pdfs

In this section, a classifier is formulated by introducing HMMs as generative models and a
discriminant function that indicates the classification performance of the models.

Model formulation described in this section includes explicit representation of feature
warping function ¢. Therefore, the straightforward implementation of the models described
in this section might be impossible because the number of dimensions of ¢(x) might be in-
finite in general RKHSs. This problem is resolved by introducing a training method that can
avoid the use of explicit representation of ¢(x); this method is described in Section 5-4.

5.3.1 Definition of discriminant function

Let ¥ = {X‘|i € [1..N(X)]} and £ = {l'|i € [1..N(L)]} be sets of training data, where
N(X) = N(L) is the number of examples in the training dataset. X is a sequence of
D-dimensional feature vectors, i.e., X* = {xi, -+ ,zi, - |z} € RP}, and I’ is the corre-
sponding label (phoneme or word) sequence (classifier outputs), i.e., I* = {I¢,15,---}.

Conventional HMM-based sequential pattern classifiers can be used to obtain a classifica-
tion result [ of an input feature sequence X by solving the following search problem:

[ = argmaxlog P(I| X, ©), (5.2)
l

where © {As, P, p,|Vs} is a parameter of acoustic models. Since the objective of this
study is to enhance the emission pdfs by kernel methods, the estimation of p and P is not
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discussed here. Therefore, A o {As|Vs} is used instead of € for the sake of readability in
the remainder of this chapter.

First, a parametric discriminant function is introduced in order to indicate the performance
of the model parameter A. By considering I # I° as a possible sequence of labels that is
different from the correct label sequence I, the following pair-wise discriminant function
D(X,1; A) is used:

act . P(X"U'|A) aer

P(XHI*, APl
o o PN P(E)

DIX"1;A) P(Xi 1A ° P(XLAPQ)

(5.3)

Here, it is assumed that the label sequences (I, I*) are independent of the parameters of emis-
sion pdfs A.

In this discriminant function, when X* is misclassified into an incorrect word sequence
1 # 1%, it is found that D(X?,1; A) is less than O (i.e., the denominator is greater than the
numerator in Eq. (83)). Therefore, in order to eliminate misclassifications, A should be es-
timated such that D(X®,1; A) > 0 for all possible I # I°. It should be noted that it is also
possible to provide an alternative definition of the discriminant function D (e.g., maximum
mutual information estimation (MMIE) criterion [BahI et al., 1986] and minimum phone er-
ror (MPE) criterion [Povey and Woodland, 2002]). In this chapter, a discriminant function
that is similar to the one used in the minimum classification error (MCE) training of HMMs
[McDermott and Katagiri, 1997] is used because the MCE-type discriminant function yields
large-margin criterion when combined with the model training method described in Section
B54. It should be noted that the discriminant function used in this chapter is defined as a pair-
wise discriminant function as contrasted to the Eq. (E6). i.e., the discriminant function takes
an additional parameter [ that is treated as an error label sequence, and evaluate the difference

in the log-likelihoods between the correct label sequence and the given error label sequence.

5.3.2 Hidden Markov models with log-linear emission pdfs

As in the case of conventional HMMs, it is assumed that the n'® vector in an observed se-
quence x,, depends on the n'® HMM state ¢,, in a state sequence q = {a1,92, s Gny- -},
and g depends on a given word sequence . Then, Eq. (583) is expressed as follows:

quS(li) Hn P(m%|AQn)P(q|lz7XZ) og P(ll)
qus(l) [, Pz Aq, ) P(q|l, X7) PQ)-

Most applications of HMMs approximate the sum of probabilities over every possible state

D(X',I;A) =log (5.4)

sequence by a probability calculated from a single Viterbi (maximum likelihood) path. There-
fore, the following Viterbi discriminant function 25(X ¢ 1; A) is used instead of Eq. (54):

P(@'m)\qn(xi,li))

P(g(X*,1%))P(1")
P(xi, | A, (xi 1)) |

PxL)PR) O

D(X'I; M) et Zlog + log



70

Chapter 5 Feature augmentation based on hidden Markov kernel machines

where §(X*,1") denotes a Viterbi path for the correct word sequence I* and G(X?, 1) denotes
a Viterbi path for an incorrect word sequence I. Further, ¢, (X?,1%) and G, (X?,1) are n'"
elements in G(X*,1°) and G(X*,1) , respectively. (X, 1) and §(X?,1) are expressed as
follows:
G(X* 1") =argmaxP(q| X", 1%, A),
gqes(lY)

G(X* 1) =argmaxP(q| X", 1, A).
qesS(l)

(5.6)

It should be noted that the Viterbi paths depend on A.
As an emission pdf, a log-linear model in an RKHS is considered as a model for a vector

a:; in a sequence, as follows:

Pl A) =755 e {Ae@)]

(5.7)
Zg(As) = / exp { Al ()} do.

Here, A, is a weight vector in a log-linear model; ¢, a feature warping function (as described
in Section B2); and Z, a partition function obtained by marginalizing out a vector z € R”.
The likelihood evaluation form of the proposed HMMs is very similar to that of HCRFs
[Gunawardana et al., 2003, Reiter et al., 2007]. It should be noted that although kernel ma-
chines based on HCRFs are not realized in [Gunawardana et al., 2003, Reiter et al., 2007],
the proposed extensions can also be applied to HCRFs. This thesis focused on HMM-based
kernel machines.

In general cases, the integral in Zg is intractable. Here, the calculation of Z4 is omitted
and assumed to be constant, as in [Sha and Saul, 2007]. By substituting Eq. (877) into Eq.
(55) and by omitting the Z, the discriminant function D is obtained as follows:

P(gn(X",1%))P(I")

~ . T ]
DXL LEA) =Y (Ag, (xiai) — Mg, (x n) 1 - '
(58 =2 Nawixiay = Aaucxen) @) +log i e yip s

t

(5.8)

Because of the omission of the normalization term Z4 in Eq. (B8), the non-normalized log-
likelihood )\Iqb(ar:) is used to compute the emission probability at the state s in our methods.
Therefore, hereinafter, this quantity (non-normalized log-likelihood) is termed as “score.”
While conventional methods use GMMs to model P(X"|s, A), the proposed method uses
the simple pseudo-probabilistic distribution exp(A] ¢(x)) to apply kernel methods.

Although the Viterbi approximated discriminant function is used in order to simplicity and
computational efficiency, the approximation strategy used in Chapter 8 is also suitable for the

method described in this chapter.
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5.4 MRED Training

In this section, an estimation method for parameters of emission pdfs A; used in the discrim-
inant function (Eq. (58)) is described.

Although several frameworks have been identified for estimating the parameters, a training
method used in this thesis is derived from the minimum relative entropy discrimination
(MRED) framework. As a result of using the MRED framework, several extensions
for MRED can be used in future works. For example, multistream speech recognition
[Janin et al.. T999] can also be integrated into this framework by employing dynamic kernel
combination methods for MRED [Lewis. 2008].

The remainder of this section is organized as follows. First, in Section 54-1], the formu-
lation of MRED, a general solution of posterior pdf, and a general form of the objective
function are presented and described in terms of this chapter. Then, in Section 547, an ana-
lytical posterior pdf and an analytical objective function are derived by introducing conjugate
prior pdfs. Finally, in Section 5473, a method for avoiding the explicit representation of the
feature warping function ¢(x) by plugging in a kernel function K (x,y) into the objective
function and the emission pdfs is described.

5.4.1 MRED framework

In MRED, the training of classifiers is formulated as a convex optimization problem, where
MRED treats all variables in convex optimization (both the parameters A and the slack vari-
ables £) as random variables. By representing these random variables as distributions, regu-
larization can be performed by minimizing the Kullback-Leibler divergence (KL divergence)
of the prior distribution P°(A, £) from the posterior distribution P(A, ) under the discrimi-
native constraints. The author emphasizes that MRED can estimate a model parameter even
if the model is not a probabilistic model. Therefore, the omission of the normalization term
Z ¢ in the discriminant function D (Eq. (6R)) is not crucial in the MRED training process.
The primary problem of this optimization is expressed as follows:

minimize KL[P(A, €)||P°(A, £)],

P(A.8)
L . ‘ (5.9)
bject to (D(X",l;A) — & >0, Vi,VI#I".
subject to < ( » &y ) §l>P(A,§) - Y L, 7é
Here, (f(x)), ) is the expectation of f(x) over the distribution g(z), thatis, (f(x)), . o

[, 9(x) f(z)dz. KL[f(z)||g(x)] is the KL divergence of g(x) from f(x). £ = {&|Vi,Vl #
I} is a set of slack variables. Each slack variable corresponds to each constraint (i.e., each i
and I # ') in the optimization. By decreasing the slack variable &}, the area of the feasible
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region of the constraint can be increased. However, in general, decrease in slack variables is
penalized by introducing a prior pdf P° (f}’) that favors larger slack variables.

By considering the Lagrange functional of the above optimization problem and from the
Karush-Kuhn-Tucker conditions (KKT conditions), the following posterior distribution is ob-
tained by using the variational method:

P(A,€) o PN E)exp | S of (ﬁ(xi,l;A) —5;') ol >0. (5.10)
Iy

Here, a & {a} > 0|Vi, VI # 1'} is a set of Lagrange multipliers of this optimization problem
(Eq. (B9)). Similar to slack variables, the Lagrange multipliers are also introduced for each
constraint in the optimization.

Then, the primary problem (Eq. (59)) with the P(A, &) optimization is replaced with the
following dual problem with v optimization as follows:

maximize J(«),
subject to af > 0, Vi, VI # 1

where

J(Oé) = log Z(Oé),

Z(e) = <exp_za;' (Px,1:0) - sz‘)>

(5.11)

PO(AL)

The detailed derivations of the dual problem are described in Appendix [Al.

5.4.2 Definitions of prior pdfs and derivations of the closed-form objec-
tive function

In this section, the closed-form expression of the posterior pdf P(A) and the objective func-
tion J(«) is obtained by introducing conjugate prior pdfs into Eqs. (510) and (511), respec-
tively. Here, it is assumed that the prior pdf P°(A, &) can be decomposed into the product of
the prior pdf of the parameter of each HMM state P°(\,) and that of the slack variable of
each constraint P%(¢}) as follows:

PO(A,€) =TT PN TT PUED. (5.12)
s i AL

As in the case of large-margin methods including soft-margin SVMs, regularization is

performed by minimizing the L2-norm of weight vectors ||A,||? and the L1-norm of slack
variables ||¢}]|!. Since KL-divergence is defined as the expectation of the difference between
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log-likelihoods of two distributions. the functional forms of regularization terms used in this
method are identical to the logarithm of prior pdfs. Therefore, these regularization criteria are
realized by employing Gaussian distributions as the priors of the parameter As and exponen-
tial distributions as the priors of slack variables &;. The prior pdfs are expressed as follows:

PYO) EN OO, T),
0,0y det | 2 exp {=10(T, 1) — &} & <811, (5.13)
P(g) = _
0 otherwise,

where §(1%,1) is the label similarity between I and I°. The determinant of the covariance ma-
trix of PY(\,) and the hyper-parameter ¢ correspond to the weight variable in soft-margin
SVM, which control the trade-off between empirical error minimization and margin maxi-
mization. The prior distribution is simplified by setting the covariance matrix in P°(\,) as
I, without any loss of generality. ¢ is scaled appropriately. These prior settings lead to ana-
lytical and explicit solutions of the posterior pdfs (P(As) and P(&})), because the prior pdfs
given in Eq. (B-13) can be assumed to be conjugate prior pdfs.

In discriminative training methods, it is important to determine which measurement of er-
ror should be minimized. For example, MCE [McDermott and Katagiri, 1997] attempts to
minimize the sequence-level error that is “0” when all elements in a hypothesis sequence [
are correct, and “1” otherwise. Because this measurement is coarse and is difficult to min-
imize, recent approaches measure the impact of an error hypothesis by introducing a fine
error measurement. For example, MPE [Povey and Woodland, 2002] uses the approximated
phoneme-level edit distance of label sequences, and LM-HMM [Sha and Saul, 2007] uses
Hamming distance (frame-level error measurement) between the Viterbi sequence of the cor-
rect label sequence and that of a hypothesis sequence [. In the proposed method, several error
measurements can be incorporated by designing label similarity function §(1*,1) in the prior
pdf of slack variables & (Eq. (513)). Because the optimization attempts to ensure that the
value of the discriminant function D(.) is higher than that of & (Eq. (89)), setting of 6(1*, 1),
which is equivalent to the mode value of the prior pdf P°(&}), is equivalent to designing the
error measurement that need to be minimized. The definition of the label similarity function
is provided in the experimental sections.

The following posterior distribution of parameters P(A|«) is obtained by substituting the
prior distributions P°(A, £) (Egs. (E12) and (513)) into the posterior pdf (Eq. (510)), as
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follows:

P(Ala) =[] P(Ale),

t

Prior pdf LAl

_ | | - (5.14)
cexp { <3 IAP pesp | 3 o 32wt Dtal) A

(As(@)TAs (@)
< N(As|As(a), I),

Posterior pdf

where

il n (5.15)
U, (n;i, 1) =1(Gn (X7, 1Y), s) — 1(Gn (X 1), 5).

Here, 1(x,y) is an indicator function that returns 1 when = = y and 0 otherwise, W4(n;i,1)
denotes the difference between the occupation probability of the n'" frame in the i*® fea-
ture sequence of the correct Viterbi path ¢, (X?,1%) and that of the incorrect Viterbi path
Gn(X,1).

Then, the objective function J(«) in Eq. (BIT) is focused. By solving the integral in
the objective function with given priors (Eq. (513)), a closed-form expression for J(«) is
analytically obtained as a sum of parameter terms .Jy _, slack variable terms J, €is and hidden
variable terms .J gi» @s follows:

J(a) :ZJEMIS<Q) + Z <Jis:1iACK(&> +J7;S71l{IFT<a)). (5.16)
s i, lAL

Here, the emission parameter term can be written as follows:
T2 (a) = — |[As()] . (5.17)

The term JEI3 involves the L2-regularization criterion of the parameter vector A,.
The other terms represent the loss function used in MRED that causes an increase in the
Lagrange multipliers cj such that the discriminative constraints are satisfied, as follows:

TS () =5(L,1)of + log(c” — o).
laldCay (5.18)

JHET () = — af <log —
o) =i {los HEip
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Thus, the o optimization can be solved by maximizing Eqs. (817) and (518). Further, the

optimal posterior pdf can be obtained as P(A|&), where & = argmax,, J ().

5.4.3 Kernel-based representations of the objective function and the
posterior pdfs

As aresult of deriving the dual problem, the parameter term of the objective function (Jx_ («)
in Eq. (R172)) can be rewritten as the weighted sum of the inner product between ¢(x)’s. As
discussed in Section B2, since the objective function can be expressed by using the inner
product of warped features ¢ ()" ¢(y), it is not necessary to explicitly represent the warped
features ¢(x). The parameter term of the objective function can be rewritten by using the
kernel function K (x,y) o o(x)Td(y) as follows:

JHMIS (q) = — Z Z Zafaf:\lls(n;i,l)\IJS(n';i',l')K(miL,wi;,). (5.19)
i VAL £ o/
When this representation of the parameter term JEI5(«) is used, it is found that the explicit
representation of ¢ is removed from all the terms in the objective function (Egs. (B-17) and
(B1R)), and the kernel-based representation can be used to compute the objective function.
The practical solver for o optimization is described in Appendix 0.
In the evaluation phase (including Viterbi path computation), the score of an unknown

input vector & can be evaluated by marginalizing out parameter Ag from the posterior pdf
P(Xs|c) as follows:

(log P(w|>‘8)>P(>\S\a) = <¢($)T)‘S>N(>\S‘5\S(&)) = gb(w)Tj\S(d) (5.20)

As in the case of the objective function, the kernel-based representation of the score can be
obtained by substituting Eq. (520) into Eq. (513) as follows:

(log P(T|As)) piajoy) =0@)T D af Y Wa(nii,l)g(l,),
i, 1AL t

=Y Y i YK ().

i LAl t

(5.21)

Similar to the objective function, the explicit representation of ¢ is not necessary in the score
evaluation procedure.

Thus, the kernel machines are obtained by handling RKHS via kernel function K. The
author termed the models specified by (&, V¥, K) as “hidden Markov kernel machines
(HMKMs).” As described in the previous section, although HMKM is a kernel machine,
the model formulation of HMKM can be treated as that of standard HMMs. Therefore,
the scheme of proposed method is similar to that of conventional HMMs trained by
discriminative training methods.
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5.5 Phoneme classification experiments

In order to evaluate the performance of the proposed method as a sequential classifier, isolated
phoneme classification experiments are performed to compare the proposed method with
the conventional HMMs that use GMMs as emission pdfs (continuous density HMMs; CD-
HMMs).

The objective of the experiments in this section is to evaluate the exact performance of
the proposed method, and therefore, approximation techniques of kernel machines are not
applied. Since the training session of kernel machines requires enormous computational
resources, it is unrealistic to evaluate the exact performance of the proposed method using
a large-scale dataset, as discussed in Section Bl Therefore, the amount of training datasets

used in the experiments is restricted.

5.5.1 Experimental setup

Our method is compared with conventional GMM-based CD-HMMs using two training meth-
ods, i.e., maximum likelihood estimation (MLE) and maximum mutual information estima-
tion (MMIE) [Woodland, 2002]. The extended Baum-Welch (EBW) algorithm is used to
implement the optimization of MMIE. Although the MLE is the most widely used estima-
tion method for CD-HMMs, MLE procedures are not designed for minimizing classification
error. Therefore, our method is also compared with the most widely accepted discriminative
training method MMIE =,

In these experiments, training datasets of 3 sizes (small, medium and large) and 1 test
dataset are prepared for isolated phoneme classification experiments by segmenting the
TIMIT dataset according to the label information. There is no overlap between the speakers
of the test dataset and those of the training dataset. Table 51 summarizes the details of the
datasets. All acoustical models in these experiments were constructed as gender-independent
models. All feature vectors in the training and test data were whitened by using statistics
(covariance matrix and average vector) obtained from the training dataset; the whitening
operation is commonly used for the training of discriminative models. In the experiments,
both the conventional CD-HMMs and the proposed method have left-to-right 3 states for
each 39 phoneme categories defined in [Lee and Hon, 1989]. Configurations for acoustical
analysis are summarized in Table B2.

1 It is reported that the performance of MMIE is similar to that of other discriminative training methods, such
as MCE [Schliter et al., 2001].



5.5 Phoneme classification experiments

Table. 5.1 Dataset description

# categories | 39 (defined in [Lee and Hon, 1989])
Training set | Small Medium Large
# segments 3,089 9,275 26,208
# frames 25,390 77,463 219,675
Test set
# segments 4,243
# frames 36,790

Table. 5.2 Acoustical analysis configuration; V denotes time-domain derivative of feature sequence

Sampling rate 16 kHz

Quantization 16 bits

Feature vector MFCC (12 dims.), Energy, V MFCC, V Energy,
VV MFCC, VV Energy. (Total: 39 dims.)
Window len./ shift | 25 ms/ 10 ms

The following Gaussian kernel was used in the experiments:

K(z,y) = exp{—7|lz — y||*}, (5.22)

where v denotes a hyper-parameter. The Gaussian kernel is widely used in kernel machines
because the number of dimensions of ¢(x), which satisfies K (x,y) = ¢(x)' ¢(y), is infi-
nite when Gaussian kernels are used as K [Scholkopf and Smola, 2002].

Hamming distance between the Viterbi sequences computed from the given word se-
quences is defined and used as a label similarity 6(%,1) in Eq. (513), as follows:

N(X?)
S = ) (1=1(4a(X% 1), 4n(X"1))) . (5.23)
n=1

The Hamming-distance-based measurement of label similarity is widely used in the discrimi-
native training methods (e.g., LM-HMMs [Sha and Saul, 2007] use this measurement); there-
fore, this label similarity function is used in these experiments. The Hamming distance be-
tween 2 phonemes is identical to the number of frames in the sequence (§(1%,1) = N(X*))
because the experiments in this section are isolated phoneme classification experiments (i.e.,
Gn (X%, 1) and G, (X?,1) are always different for all possible I # 1* and n). The hyper-
parameter ¢ was set to 5 empirically, and the hyper-parameter v was varied to examine the
behavior of the proposed method.
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5.5.2 Discussions on classification performance

Figures B2, 83, and 54 show the comparisons between the phoneme classification error rate
of the proposed model and the conventional CD-HMMs trained by small, medium, and large
datasets, respectively. The numbers of mixture components in the conventional CD-HMMs
are varied, as shown in these figures.

From the experimental results, it is confirmed that our kernel-based models steadily re-
duce the classification errors. In comparison with CD-HMMs trained by the standard MLE
procedure, the proposed kernel machines (HMKMs) reduced the errors by 5.6%, 6.1%, and
10.3% relatively over small, medium, and large datasets, respectively, under the best condi-
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Figure 5.2 Left: Classification error rates of CD-HMMs trained by maximum likelihood
estimation (MLE) and maximum mutual information estimation (MMIE). Right: Classifi-

cation error rates of hidden Markov kernel machines and CD-HMMSs. (small dataset)
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Figure 5.3 Left: Classification error rates of CD-HMMs trained by maximum likelihood
estimation (MLE) and maximum mutual information estimation (MMIE). Right: Classifi-

cation error rates of hidden Markov kernel machines and CD-HMMSs. (medium dataset)
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tion of each method. In comparison with CD-HMMs with a discriminative training proce-
dure (MMIE), HMKMs reduced the errors by 4.2%, 5.4%, and 5.2% relatively over small,
medium, and large datasets, respectively, under the best condition of each method. Therefore,
it was concluded that the proposed method achieved improvements in terms of reducing the
errors in comparison with conventional CD-HMMs, with the best setting of the number of
mixture components for all training datasets.

From Fig. (small dataset), it is confirmed that the performances of CD-HMMs are
saturated by increasing the number of mixture components. In particular, it is found that the
performance of the discriminative training method (MMIE) degraded for the models with
a large number of mixture components. It is considered that these results are attributed to
overfitting problems. However, the proposed method achieved lower error rates even under
such conditions. It is considered that this advantage results from the L2-regularization intro-
duced to A;. As in the case of SVMs, the L2-regularization introduced by Gaussian prior
(Eq. (B13)) yields large-margin classifiers that have advantages in generalization ability.

As shown in Fig. 84 (large dataset), although the overfitting problems might be avoided
due to sufficient amounts of data, the relative advantages of the proposed method are con-
firmed. It is considered that this relative advantage probably results from the prevention of
problems arising from local optima. Because our method can prevent the risk of local op-
tima by avoiding mixture models, the problems arising from local optima might be avoided
as compared to those occurring in conventional CD-HMMs with a large number of mixture
components.

Further, it is observed that setting of the hyper-parameter v was not so sensitive to clas-
sification performance in the proposed method as compared to the setting of the number of

mixture components in the GMM methods. For example, in the case of conventional CD-

- - MLE Best (32 mix.)
=—a MMIE — MMIE Best (8 mix.)

40t v~ Kernel (RBF)

35f

30f

Classification Error Rate [%]
Classification Error Rate [%]

1 2t N—"0 ]
1 2 4 8 16 32 0.00 0.02 0.04 0.06 0.08 0.10 0.12
# of mixture components Gamma

Figure 5.4 Left: Classification error rates of CD-HMMs trained by maximum likelihood
estimation (MLE) and maximum mutual information estimation (MMIE). Right: Classifi-

cation error rates of hidden Markov kernel machines and CD-HMMs. (large dataset)
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HMMs, it is observed that the number of mixture components that achieved the best perfor-
mance in the evaluation of the small dataset yielded poor performance in the evaluation of the
large dataset. On the other hand, the hyper-parameter ~y that achieved the best performance
in the evaluation of the small dataset (v = 0.04) also caused performance improvements as
compared with CD-HMMs in the evaluation of the large dataset. In the experiments, im-
provements were confirmed in the range 0.4 < v < 0.8, even when the amount of training
datasets was varied. This property is important for a practical situation since the tuning of ~y
is not necessary for new datasets, unlike the number of mixture components used in conven-
tional CD-HMMs.

Therefore, it is confirmed that the problems associated with CD-HMMs with GMM-type
emission pdfs, i.e., overfitting and local optima, are avoided in HMKMSs. Further, it is con-

firmed that HMKMs with Gaussian kernel offer an advantage in terms of tuning parameters.

5.5.3 Discussions on sparseness

Here, the number of non-zero Lagrange multipliers obtained in the above experimental re-
sults are examined. Conventionally, this number is used to evaluate the generalization ability
of SVMs. As shown in Eq. (514), the sequence X, corresponding to o} = 0, does not
disturb the estimated posterior pdf P(A|«) even if it is removed from the training set. In
addition, because the zero Lagrange multiplier (o = 0) indicates that the inequality con-
straint attributed to 7*" training sequence and an incorrect label [ is satisfied, the sequence
is certainly not misclassified into the incorrect label I by using the estimated posterior pdf
P(A) when of = 0. These two properties of Lagrange multipliers indicate that X* with
ai = 0 is not misclassified into the incorrect label I by using a posterior pdf estimated from
the remaining training data. Therefore, a decrease in the number of non-zero «; leads to a
better performance in leave-one-out cross-validation (LOO-CV), which is commonly used to
estimate the generalization performance of SVMs.

In the isolated phoneme classification experiments described in this section, the number
of the Lagrange multipliers M corresponds to the product of the number of sequences in the
training dataset N and the number of error hypothesis, i.e., M o {(i,0)]i € [1,N],1 # 1'}].
Table B3 lists the number of non-zero multipliers M ;- of {(i,V)|a} #0,i € [1, N], 1 # 1}
and the ratio of M to M. From the table, it is confirmed that the proposed method also leads
to sparse solutions. The ratios of non-zero multipliers in the experiments were less than or
around 10%, as shown in Table (8.4%, 10.1%, and 3.8%, respectively), and therefore, the
proposed method should achieve good generalization ability.

Further, a sparse solution is also important for reducing the computational complexity. As
mentioned in Section 572, loop computation over the training data is essential in kernel-based

methods. However, if ozf is 0, the computation due to vectors azﬁl which are related to ozf, can
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Table. 5.3 The number of non-zero Lagrange multipliers M ™ in estimated models that
achieved the best performance on each dataset, and the ratio of M to the number of
Lagrange multipliers M

Dataset | Small Medium Large

The best setting of v | 0.04 0.08 0.08
M* | 9843 35771 37518

M*Y/M | 84% 10.1%  3.8%

be omitted. Thus, the computational cost required for evaluating HMKMs can be reduced
to M+ /M. Although training and evaluation still require a considerably high computational
cost, the proposed method is effective in comparison with kernel-based methods, which yield
dense solutions.

5.6 Conclusion

In this chapter, a method for sequential pattern classification derived from kernel methods
was proposed; this method is called the hidden Markov kernel machine (HMKM). In the pro-
posed method, vectors in the input sequences are warped to a high-dimensional feature space
(reproducing kernel Hilbert space; RKHS) defined by a kernel function and then modeled by
hidden Markov models (HMMs) with log-linear emission probability distribution functions
(pdfs). Nonlinear classification is achieved without using mixture models by using emission
pdfs in RKHS.

The efficiency of the proposed method is confirmed by isolated phoneme classification
experiments. The experimental results show that the proposed method outperforms conven-
tional hidden Markov models that use Gaussian mixture models as emission pdfs.

In future, the author intends to reduce the computational costs of training and evaluation
by using approximation techniques, aiming for acceleration of kernel-based methods devel-
oped in the machine learning community [Kashima et al., 2009, Freitas et al., 2006]. Then,
the author also intends to apply our method to large-scale problems, e.g., large vocabulary

continuous speech recognition.






Chapter 6

Conclusions

This thesis proposed three methods based on the regularized discrimination of high-
dimensional signal representations in order to improve the performance of automatic speech
recognizers. This thesis has attempted to indicate the essential significance of the approach
by evaluating the proposed three methods.

6.1 Summary of the thesis

In Chapter [ and Chapter D, the current situation of state-of-the-art automatic speech recog-
nition research is discussed. First, the current scheme of automatic speech recognition (ASR)
and the approach used in this thesis to improve the performance of ASR are presented and
described. Then, the conventional methods used for feature extraction, acoustic model esti-
mation, and feature augmentation are described.

In Chapter B, a method for feature extraction from frequency modulation (FM) of speech
signals is presented. The aim of this method is to construct a high-dimensional speech repre-
sentation that will have complementarity with conventional feature extraction methods. The
proposed method is evaluated by carrying out noisy speech recognition experiments and re-
verberant speech recognition experiments. Further, the properties of FM-based features are
discussed.

In Chapter 8, a method for utilizing regularized discrimination based on continuous-density
hidden Markov models (CD-HMMs) is proposed and discussed. This method enables reg-
ularized discrimination of sequential data associated with sequential labels. The proposed
method is evaluated by carrying out continuous phoneme recognition experiments.

In Chapter B, a kernel-based nonlinear feature transform method is proposed in order to
augment the dimensionality of features. This method realizes regularized discrimination
in higher-dimensional space. Typically, kernel methods cannot be applied to conventional
HMMs because of the modifications required in training methods. However, the proposed
method enables application of kernel methods by employing the training method proposed in
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Chapter @. The proposed method is evaluated by conducting isolated phoneme classification

experiments.

6.2 Future works

In this section, future works related to the framework proposed in this thesis are discussed.

This thesis addressed the elemental technologies for the construction of automatic speech
recognizers on the basis of regularized discrimination of high-dimensional signal represen-
tation. However, the performances of the combination technologies were not investigated
sufficiently because a number of possible combinations could be identified. In order to con-
struct high-performance speech recognizers, comparative studies are necessary.

Further, in order to apply these methods to large-scale problems, efficient implementations
of the corresponding algorithms are necessary, especially in the method proposed in Chapter
B. Although this thesis mentioned some implementation problems, further improvements in
computational efficiency may be possible and required.

The author is hopeful that the methods proposed in Chapter @ and Chapter B can be ap-
plied into other application areas. For example, gesture recognition, which is conventionally
performed by using CD-HMMs, can be enhanced by using the methods presented in this
thesis.

6.3 Final remarks

There has been a drastic improvement in ASR technologies as a result of the application of the
latest developments from the signal processing research community and the machine learning
research community. The main objective of the author is to propose a tolerant classifier that
can be used to incorporate the many successful findings arising from developments in these
research communities. Specifically, the regularized classifier for high-dimensional features
has been introduced to incorporate arbitrary features derived from recent developments in the
signal processing research community and to apply efficient optimization techniques derived
from recent developments in the machine learning research community.

Although this thesis only mentions the framework and important theories regarding regu-
larized discrimination of high-dimensional features, more instances of this combination tech-
nology can be identified. The author considers that interdisciplinary studies of the front-end
processing theories and the statistical modeling theories would be advantageous for realizing
accurate speech recognition.

The studies presented in this thesis are mainly based on analyses of the engineering aspects
of current speech recognition systems with little regard for certain topics in speech-science
research, such as phonetics and linguistics. However, the author is hopeful that the contri-
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butions in this thesis will inspire the whole of the speech research community. It would be
gratifying to the author if this thesis is able to contribute to developments of both the science
and engineering aspects of speech research.






Appendix A

Derivations of MRED dual

problems

To derive the dual problem, the Lagrange functional of the primary problem (Eq. (89)) is
introduced as follows:

L(a, V) [f(@,f)] = <10g f(@,f) — log PO(@7§)>f(@7£) - ZO&i <D(XZ, @> - §i>f(@7§)

_y (/@ /{f(@,{)dgd@) _ 1> |

Here, o and v are Lagrange multipliers; f(0,¢), an argument function that represents a

(A.1)

posterior pdf. o’ must remain non-negative.
From the KKT conditions, it is found that the solution of the primary problem P(O,¢) is
located on the saddle point of the Lagrange functional. By applying the variational method

to the Lagrange functional, the following relational expression is obtained:

)
— Lo, v C)
=1+1log f(©, &) — log P*(©,¢) — Za —¢)—v=

Using this equation, the optimal posterior pdf P(©, ) is obtained as follows:

P(©,¢) =exp{r — 1}P%(©, ) exp {Z o' (D(X%0) —¢") } . (A.3)

i

Since P(©,¢) is a pdf and it must be normalized (i.e., [q ¢ P(0,8)d(©,8) = 1), the
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multiplier » depends on «, and it can be rewritten as follows:

exp{y—l}:<exp{2ai (D(Xi;@)—fi)}> ;
i POo(©,¢)

(A4)
def 1

= 2]

Because of the convexity of the problem, the saddle point is located at the minimum point
obtained by varying f(©, &) and the maximum point obtained by varying «. The dual prob-
lem is defined by substituting f(©, &) in the Lagrange functional L (Eq. (A1) by P(O,¢)

(Eq. (A3)) and by considering the maximization problem with respect to «, as follows:

L(a,v)[P(©,¢)] = —log Z(«) +constant.

J(a)

(A.5)

Thus, the dual objective function is obtained as used in Eqgs. (84) and (&-1T).



Appendix B

Solver for Lattice MRED

optimization

In order to efficiently perform the MRED optimization, an rprop algorithm is used in
the a-optimization [[gel and Hiisken, 2000]. The rprop is suitable for the a-optimization
since it exhibits data-parallelism similar to the forward-backward algorithm used in the
Q-optimization. Algorithm [ shows the detailed pseudo-code of the solver based on rprop.

As described in Section B4, the optimization is performed by incrementally adding con-
straints and corresponding Lagrange multipliers. In Algorithm [, the variable O indicates the
current number of constraints corresponding to each training example.

From Line 4 to Line 7, the forward-backward algorithm is performed for each training
example ¢. Since data-parallelism is ensured in this part, the parallel computation of the
forward-backward algorithm is performed by splitting the training dataset.

From Line 8 to Line 12, an initilization of the rprop parameters is performed. Since the
«-optimization is a convex optimization, the constants in this part do not effect the result of
the optimization. However, these constants are important for computational efficiency. In
this thesis, o™ 7 is set at 0, and V™7 is set at ° /4.

From Line 13 to Line 31, the rprop algorithm is performed. Althoguh the rprop algorithm
is a gradient-based optimization algorithm, absolute values of derivatives are not used. In the
rprop, sign of the derivatives s’ are used to determine sign of the updates, and the positive
variable V¢ is used to determine the intensity of the update. The V¢ is controled to have a
resilience. That is, the step-size is amplified when sign of derivatives s¢ is the same with that
in the previous step 57, and the step-size is attenuated when sign of derivatives s? is different
with that in the previous step 5°. The amplification factor T and the attenuation factor v~ is
typically set at 1.2 and 0.5, respectively.

In the rprop algorithm, the computations of the partial derivatives 622 J(a, Q), the updates
of the o} and V!, and the accumulation of delta statistics A can be performed by using paral-
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Table. B.1 Normalized computational speed as a function of the numbers of computation

threads used

# Threads 1 2 4 8 16 32
Forward-Backward | 1.0 1.74 336 581 10.17 13.31
Rprop | 1.0 1.70 3.30 5.78 8.51 9.04

lel computation environments. Table Bl shows the speed-up ratio obtained by increasing the
number of computation threads used. From this table, it is confirmed that the rprop can also
be efficiently performed by using parallel computation environments. However, degradations
are confirmed when a number of threads are used. It is considered that this deficit is due to
the bus speed bottleneck.
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Algorithm 2 MRED optimization algorithm

1 OO 1 g

2: 0«1
3: loop
4. forallvdo
5 Compute the sufficient statistics y(X?, A%; ©(©~1)) « FwdBkwd(A?,0(©~1)
6: Compute the sufficient statistics y (X, A*; ©(©—1)) «— FwdBkwd(A?, ©(©—1)
7. end for
8: foralli,o <O do
9: al  oINIT
10: Vi VT
11: 58— 0
12:  end for
13:  loop
14: Initialize delta statistics A
15: for alli,0 < O do
16: s« sign { 522 J(a, Q)}
17: if s2 = 0 or 5/ = 0 then
18: /* do nothing */
19: else if s’ = 5! then
20: Vi — max { V" min { V" ,+.Vi1]
21: else
22: Vi «— max { V"™ min {V"* = . Vi1
23: end if
24: al «— max {O.O,mim{ozfJ + st - ij,co}}
25: 5 st
26: A — A+al(x(X?, A 00) — (X1, A1 00))
27: end for
28:  end loop
29:  Determine ©(©) by using the prior pdf parameters and the delta statistics A.

30: end loop







Appendix C

Solver for HMKM optimization

It is inefficient to carry out optimization by a naive implementation for convex programming
solvers because the number of possible I is large. In order to handle a large number of
possible I, a method used in structured SVMs [[I'sochantaridis et al., 2003] is used. Because
the Viterbi alignment computations are required in the proposed method, some modifications
to the structured SVM are required. The modified algorithm is described in Algorithm B.

In Algorithm B, the set C; stores the working sets of label sequences (called “cutting planes”
in [Tsochantaridis et al., 2005]) associated with the i*? training data. The label sequence l

~

with the smallest expected margin M (I; A) is selected and incrementally added to the set
C; if the expected margin M (i ; A) (defined in Line 2) is smaller than the smallest expected
margin among the label sequences in the current working set C;.

The expected margin M (I; A) for a given label sequence [ is defined as the difference
between the current discriminant function 25(X ©1;A) and the label similarity function
6(1,1") = argmax,: P%(¢"), as follows:

M(1; A) ED(X,1; A) — argmaxP°(€7)
¢ (C.1)
=D(X*,I;A) — 6(1,1%).

Similar to the axis-parallel optimization described in [Jebara. 2001], the proposed algo-
rithm only considers updating a single Lagrange multiplier o’ at each iteration (Line 18),
where ¢ and I are randomly selected in Lines 6 and 17, respectively. Because the maximiza-
tion of the objective function in the direction of a single multiplier can be solved analytically,

the optimization is typically very fast in comparison to gradient-based methods. Specifically,
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Algorithm 3 Modified cutting plane algorithm

tA) € d{@( ), As(a), -+, As(a)} (Bq. (EI3))

22 M(I;A) = D(X4 1 A) — §(1%,1)
3: o' « Oforalliandl # I’
4: C; «— ¢ foralle
5: loop
6: 1 «— choose one training example
7. if As(a) # 0 for all s then
8: [ — argming_.;: M (I; Aa))
/* Performed by conventional decoding algorithms. */
9: else
10: [ — choose one possible incorrect label sequence randomly
11:  endif

122 if Ag(e) = 03s, or (minleci M (l; f\(a))) > min{0, M (l; A(a))} + € then

13: Ci — C; U{l}

14:  endif

15:  compute g(X*,1%) and ¢(X?,1) (VI € C;) by using Viterbi algorithms with current
parameters A(c)

16:  while o converges for all I do

17: ! «— choose random [ from C;

18: optimize o with given ¢(X*,1*) and ¢(X*,1)

19:  end while

20: end loop

the update rule can be derived as follows:
ol — { min {co — €, max {0.0, _m(i’l)i\/(z(li(;.l)l);_4l(i’l)"(i’l) H
1(i,1) =2A(3,1)
m(i,l) = — (N X" +2cA(i,1) — 2B(i,1))
n(i,1) =eN(X") — 1 - 2B(i, l)e

S N(X')N(X')

(C.2)

Z Z Z n,z,l)\lfs(n’;i,l)K(mfI,mf;,)

s=1 =1 n’'=1

3

N(XT) N(XT)

S
155 30 3 Db SRU TR IR RO

s=1i'#il'#l n=1 n'=1

where c” is the hyper-parameter. Here, the plus or minus in the equation is chosen so that



95

maximize objective function by evaluating both.

Further, because the hidden state sequences, ¢(X?,1%) and ¢(X?,1) used in the optimiza-
tion (Line 18) may be obtained as interim results of the decoding process carried out in Line
8, optimization is carried out efficiently by using conventional decoding algorithms.

The working set selection algorithm is similar to the conventional N-best approach
[Chen and Soong, 1994, McDermott and Katagiri, 1997]. In the proposed method, the com-
petitor I, which is considered to be important for optimization, is selected and incrementally
added to working set C;. Thus, it is ensured that the proposed solver converges to the explicit
solution by adding all possible [ to the working set. It should be noted that optimization over
all possible [ is not necessary in common cases because most competitors are redundant, and

most o remain 0.
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